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ABSTRACT

Recent investigations on biometric log recognition using end
face images indicated that shape information is beneficial
for the biometric system performance. This study assesses
the discriminative power and reliability of geometric features
which are computed by means of segmented cross-sections
and their pith positions.

The experimental evaluation is based on cross-section im-
ages from 150 different logs, for which the ground truth of the
boundary and pith position is known. By assessing the verifi-
cation performance for ground truth data and automated seg-
mentation/ pith estimation procedures this work highlights the
basic discriminative power of geometric log end features and
further validates their reliability in case of using automated
procedures.

Index Terms— Geometric Log End Features, Biometric
Log Traceability, Wood Log Cross-section Analysis

1. INTRODUCTION

Biometric tracking of wood logs is a potential approach to es-
tablish traceability without the necessity for physical markers
like plastic badges or Radio Frequency Identification (RFID)
transponders. A biometric log recognition system based on
log end images could be used to track the ownership from the
forest based industries to further processing companies. An-
other application is to discover illegally harvested tree logs
based on cross-section (CS) images of their stumps [1].

In recent publications [2, 3] we have investigated the gen-
eral applicability and robustness of a texture-feature based
approach [4, 5] for a biometric log recognition system. The
experiments were based on CS slices from three different
logs and the results indicated a high degree of robustness to
temporal, longitudinal and surface variations which arise in a
real world application. Based on these findings we explored
the applicability of fingerprint and iris-recognition based
methods to identify 150 different tree logs in [6]. The best
fingerprint-based approach utilized shape information in the
matching procedure. Furthermore, the iris-based approaches
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rely on polar-transformation which is based on the CS bound-
ary and pith position. Basically, the results showed that shape
information is required to achieve an acceptable verification
and identification performance. So far, all experiments were
conducted using ground truth (GT) data of the CS boundaries
and pith positions.

The present study has the objective to assess the discrimi-
native power of geometric log end features based on GT data
and to validate their reliability in case of performing auto-
mated CS segmentation (SEG) and pith estimation (PE).

For the experiments the test set used in [6] is used and
different geometric features are extracted based on the CS
boundaries and pith positions. In assessing the verification
performance for GT data this work investigates the basic dis-
criminative power of these features. In validating the reliabil-
ity of geometric features, for different configurations of SEG
and PE approaches, this work contributes to the further devel-
opment of a biometric log recognition system.

Section 2 introduces the utilized SEG and PE approaches.
Subsequently, a set of geometric features based on the CS
boundary and pith position is presented. The experimental
setup and results are presented in Section 3 followed by the
conclusion in Section 4.

2. GEOMETRIC LOG END FEATURES

The computation of geometric log end features relies on the
boundary and the pith position of a CS. Furthermore, the pith
position and CS boundary are required for any CS registration
procedures. Scale and rotational variances can be compen-
sated by rotating the CS around the pith position and scaling
the CS to a certain size. Before describing a set of geometric
log end features, we briefly introduce the utilized SEG and
PE approaches.

2.1. Pith Estimation and CS Segmentation

PE is based on the assumption that local orientations of an-
nual ring patches point into the direction of the pith. For
this purpose, local orientation estimates are computed using
two Fourier spectrum analysis approaches: Peak and Prin-
cipal Component Analysis (PCA) as suggested in [7]. The
image is subdivided into blocks and the intersections of their



local orientation estimates are summed up in an accumulator
array. This array is smoothed with a Gaussian and the maxi-
mum intersection cell is used as pith estimate.

For SEG the pith position (either the GT or the PE re-
sult) is utilized as initial starting point for the similarity based
region growing procedure suggested in [8]. Similar as for
PE, the input image is subdivided into blocks. Four clusters,
each consisting of four blocks, are initialized close around
the pith position. The subsequent region growing procedure
is based on intensity histogram distances between the blocks
of a cluster which are computed using the Earth Movers Dis-
tance (EMD). Blocks along the cluster boundaries that fulfil
the similarity criteria are added to each cluster until no more
blocks can be added. Finally, the clusters are merged and the
respective concave hull is utilized as SEG result.

2.2. Geometric Feature Extraction

Once the CS boundary and the pith position are determined
several geometric features can be computed [9, p.323ff].
Fig. 1a illustrates an exemplary CS image and in Fig. 1b an
overview of important geometric measurements is provided.
Subsequently, the set of utilized features is presented. ACS
and PCS give the area and perimeter of the CS and BB
specifies the minimum bounding box.

HU Moments (H1−7) = seven invariant image moments pro-
posed by [10].
Zernike Moments (Z) = 10 orders of complex Zernike mo-
ments are computed for the CS shape [11, 12].
Circularity (C) = 4Π · (ACS/P 2

CS), describes how similar to
a circle the CS is.
Rectangularity (R) =ACS/ABB , ratio betweenACS and the
area of the minimum bounding rectangle (ABB).
Eccentricity (E) = BBW /BBH , ratio between width and
height of the minimum bounding box.
Pith Eccentricity (PEC) = distance between the centroid
(CM ) of the CS and the pith position (PP ) normalized using
the width of the BBW .
Centroid distances (CD) = centroid (CM) to border dis-
tances per degree (CDφ, φ ∈ {1◦, . . . , 360◦}) normalized by
maxCDφ.
Pith distances (PD) = the pith to border distances per degree
(PDφ, φ ∈ {1◦, . . . , 360◦}) normalized by maxPDφ.

3. EXPERIMENTS AND RESULTS

The experimental setup is chosen to assess two questions.
First, the general biometric performance of geometric fea-
tures is assessed by using GT data. Second, we validate their
reliability in case of different configurations for SEG and PE.

Testset: For the experiments the same test sets (TS1, TS2)
as in [6] are utilized. TS1 consists of 50 tree logs. Each log
was captured four times with and without flash. To investigate

(a) Exemplary CS image

PP

CM

BB

512 Pixel

PEC

A
CS

P
CS

A
BB

PD

CD

(b) Geometric features

Fig. 1: Geometric feature extraction illustration.

the impact of a clearance cut in the sawmill the ends of eight
logs from TS1 were cross-cut and captured once again, with
and without flash. For TS2 105 strongly bended logs were
captured three times without flash. Commonly, bended logs
show a high amount of reaction wood. This leads to elliptical
shaped CSs. For each CS image the pith position and the CS
border were determined manually.

Computational details For each CS image the CS bound-
ary and pith position is determined using four different con-
figurations. Two approaches for SEG and two for PE are uti-
lized. For SEG these approaches distinguish in using grey
value (SEG-G) or RGB histograms (SEG-C) for computing
the EMD between two blocks. In case of PE the Peak (PE-
PEAK) or PCA (PE-PCA) approach for local orientation esti-
mation are utilized. For each configuration and the respective
PE approach different variations for estimating the pith are
assessed. The first variation (P1) estimates the pith using lo-
cal orientations computed from the entire image (see Fig. 3a).
In the experiments P1 is used as seed point for SEG. The sec-
ond variation (P2) is computed by just using local orientations
within the CS boundary (see Fig. 3b). As shown in [7], local
orientation estimates close to the pith are more circular and
thus the third variation (P3) is computed within the half-sized
CS boundary. P1,P2,P3 are computed using half-overlapping
16x16 pixels blocks. The fourth variation (P4) is computed
like P3 with the difference that a block-overlapping factor of
four is utilized.

Additionally, three variations are computed using a saw
cut suppression mode. This mode computes the orientation

Fig. 2: 1st Row (TS1): Respectively, two CS-Images from
two different logs - one captured with flash and one without
flash. 2nd Row (TS2): Four CS-Images from different logs.
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Fig. 3: Illustration of the pith estimation (PE) variations.

distribution for all local orientations in the considered region.
If the most frequent orientation has a frequency remarkably
higher than the mean plus two times the variance the corre-
sponding magnitudes in all Fourier spectra are zeroed and the
local orientation estimates are recomputed. The saw-cut sup-
pressed PE variations are denoted as P2SS ,P3SS ,P4SS .

For all configurations and the GT data the geometric fea-
tures described in Section 2 are computed. For each feature
the matching scores between all CS-Images of both testsets
are computed and finally the matching scores are normalized.

3.1. Results

Initially, the verification performance of geometric features
based on GT data ( i.e. manually determined pith position
and CS boundary) is assessed. The performance is assessed
for each feature separately and for score level fusion [13,
p.225] for different numbers (k) of features. These are de-
termined using Selective Floating Forward Selection (SFFS)
[14] which is configured to minimize the overlap between the
inter- and intraclass distribution.

Second, the accuracies for the SEG/PE configurations and
the PE variations are considered in detail. The most accurate
PE variation is then utilized as pith estimate to evaluate the
verification performance in case of automated SEG and PE.
Basically, the verification performance is assessed consider-
ing the EER and margin of error (MOE) which is estimated
for a 90% level of confidence using subset partitioning [15].

Groundtruth-based Verification Performance The re-
sults in Table 2 show that several features achieve respectable
EERs. In case of E,PEC,RD,CD and Z the EERs are below
10%. The overall best EER is achieved using PD which
shows an EER of 1.4%. In case of SFFS, the results in Ta-
ble 1 show that the best result is achieved with (PD,CD,Z)
EER=0.54%. Based on these results it can be stated that these
features principally have a high discriminative power.

CS segmentation and pith estimation accuracy The SEG
accuracy is specified by the F-Measure between the GT mask
and the SEG result. The PE accuracy is given as the pixel
distance between the GT and the estimated pith position. In
Table 3 the mean and standard deviations for the accuracies of
all configurations are summarized. SEG-C and SEG-G show
a similar segmentation performance although there are big

SEG/PE k=2 k=3 k=4

GT PD,CD PD,CD,Z PD,CD,Z,R
0.74±0.8 0.54±0.5 0.68±0.6

SEG-G/PE-PCA PD,H4 PD,H4,R PD,H4,R,H7

20.12±2.4 20.07±2.6 20.10±2.3

SEG-G/PE-PEAK PD,C PD,E,C PD,CD,E,C
21.84±2.8 22.52±3.2 23.28±3.2

SEG-C/PE-PCA PD,CD PD,CD,E PD,CD,E,H6

15.75±2.6 15.81±3.1 15.88±3.3

SEG-C/PE-PEAK PD,CD PD,CD,R PD,CD,R,E
15.36±3.4 15.34±3.4 15.61±3.1

Table 1: EER±MOE[%]: SFFS-based score level fusion. Z
is not considered in case of SEG/PE.

differences when considering the particular results for each
CS in detail. This can be observed for the P2 results showing
remarkable PE accuracy differences between the SEG-C and
SEG-G configurations.

Overall PE results for SEG/PE the best accuracy is
reached with SEG-G/PE-PEAK and P4SS . The particular
results are illustrated in Fig. 4. For each log end the mean,
min. and max. accuracy for SEG and PE is depicted. The
chart illustrates that the segmentation accuracies for TS1 are
better than for TS2. This is caused by the deformed CSs in
TS2 (see Fig. 2) which likely show reaction wood on their
end faces. This observation is also visible for the PE accura-
cies which are better in case of TS1. Furthermore, it can be
recognized that there is no direct relationship between SEG
and PE accuracy.

However, the results show that for the GT-based configu-
rations the P2 and P2SS variations achieve the best PE accu-
racies. In difference to the GT-based PE results, the accura-
cies for SEG-C and SEG-G using P3 and P4 are remarkably
better. We assume that this is caused by the segmentation er-
rors which influence the performance of P2 and P2SS . Due to
down-scaling the CS border for P3 and P4 the probability of
using wrong orientation estimates is reduced. In comparing
the results for P3 and P4 to P3SS and P4SS the improved PE
accuracy in case of sawcut suppression is recognizable.
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and P4SS grouped by the images of each log end.



SEG/PE HU1 HU2 HU3 HU4 HU5 HU6 HU7 C R E PEC CD PD Z
GT 11.6±3.1 13.8±3.4 19.7±3.9 25.1±4.5 30.7±5.5 28.2±5.9 29.5±5.3 17.4±5.0 22.1±4.2 8.1±1.8 7.2±1.2 2.8±2.4 1.4±0.7 6.3±1.2
SEG-G/PE-PCA 33.6±2.6 34.1±2.0 39.2±3.5 42.1±1.8 42.4±1.7 37.2±2.6 41.3±2.3 34.8±2.9 40.0±0.4 29.8±2.4 29.1±3.4 28.1±3.2 20.0±2.5 5.6±1.0
SEG-G/PE-PEAK 32.8±2.8 33.7±2.9 38.5±3.5 41.2±2.1 40.6±2.1 37.0±2.5 41.6±2.0 36.0±2.7 38.3±0.7 28.9±2.4 28.6±3.0 27.1±3.5 20.3±3.0 5.6±1.0
SEG-C/PE-PCA 29.7±2.1 31.8±1.9 36.5±3.8 41.7±1.5 44.2±1.2 35.6±2.3 40.6±2.0 29.1±3.2 36.3±2.1 24.0±2.5 27.6±2.9 20.3±3.4 16.6±2.8 5.5±1.1
SEG-C/PE-PEAK 31.0±2.6 32.0±2.6 36.6±3.5 40.6±1.5 41.2±1.3 36.3±2.0 40.3±1.8 30.5±3.1 36.7±0.8 24.1±2.5 26.2±2.9 19.4±3.4 15.2±2.8 5.4±1.0

Table 2: EER±MOE[%] for each geometric feature and all configurations.

SEG/PE F-Measure P1 P2 P2SS P3 P3SS P4 P4SS

GT/PE-PCA – – 18.9 ±20.1 19.5 ±19.6 16.8 ±25.8 15.4 ±18.9 16.8 ±32.9 14.4 ±19.5
GT/PE-PEAK – – 13.2 ±24.9 11.5 ±14.5 20.2 ±33.3 21.3 ±32.0 19.7 ±35.9 22.1 ±38.4
SEG-G/PE-PCA 0.91 ±0.11 24.9±37.1 20.9 ±40.1 21.7 ±42.6 18.5 ±44.2 17.8 ±40.8 17.7 ±44.8 16.5 ±40.6
SEG-G/PE-PEAK 24.0 ±39.3 16.1 ±43.1 15.9 ±42.6 14.8 ±45.1 13.7 ±41.6 14.2 ±45.4 13.0 ±41.6
SEG-C/PE-PCA 0.93 ±0.10 24.9 ±37.1 22.0 ±45.3 23.0 ±47.6 19.0 ±44.2 17.8 ±40.4 17.6 ±44.2 17.1 ±42.5
SEG-C/PE-PEAK 24.0 ±39.3 18.1 ±54.5 18.1 ±53.9 17.2 ±56.9 15.7 ±53.3 17.1 ±57.7 14.7 ±51.5

Table 3: CS segmentation and pith estimation accuracy evaluation.

Real world verification performance Based on the PE ac-
curacy evaluation P4SS is selected for computing the geomet-
ric features in case of automated SEG/PE.

The verification performance results for all configurations
are summarized in Table 1 and 2. Equal as for the GT-based
configuration, the best EERs for each particular feature are
achieved with the features E,PEC,RD and Z. It is astonish-
ing that the Zernike moments show EERs that totally outper-
form the other features. In addition, the EERs computed with
the automated configurations outperform the GT-based EER
achieved with Z.

The intra- and interclass distribution for the best EER =
5.4% (SEG-C/PE-PEAK) and Zernike moments (Z) is de-
picted in Fig. 5a. The chart shows that the intraclass dis-
tribution is splitted into two parts. The left part belongs to
intraclass distances between CS images with a high segmen-
tation accuracy and the right part to distances between worse
segmented CS images.

Regarding all EERs, except the HU features, the results in
Table 2 show that using SEG-C improves all EERs compared
to the SEG-G results. Furthermore, the SEG-G and SEG-
C results show that the PE-PEAK approach achieves better
EERs compared to the PE-PCA approach.

Beneath the Zernike moments, the radial pith and centroid
distances (PD and CD) achieve the next best EERs. For all
configurations PD performs better than CD. The best EER for
PD and the automated configurations is achieved with SEG-
C/PE-PEAK and accounts 15.2 %. Considering all configu-
rations, it can be stated that HU moments are less suited as
geometric CS features. The EERs for each particular feature
indicate that the SEG-C/PE-PEAK configuration is the best
for the computation of geometric features.

Finally, the fusion based EERs presented in Table 1 are
assessed. For the GT-based configuration all fusion results
lead to an improvement of the verification performance. The
fusion of PD,CD,Z achieves an EER of 0.54% (see Fig. 5b).
In case of the automated configurations Z is neglected be-
cause the fusion results were less interesting. However, just
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Fig. 5: Selected intra-, interclass score distributions [ X-Axis:
Matching Score, Y-Axis: Probability]

for one configuration (SEG-C/PE-PCA) the fusion of PD,CD
improves the best EER (16.6%) achieved with PD to 15.75%.
For all other results feature fusion does not improve the EERs
of the automated configurations.

4. CONCLUSION

This work assesses the discriminative power of geometric log
end features and validates their reliability in case of perform-
ing automated CS segmentation and pith estimation. The ex-
perimental evaluation forms a solid basis for the further de-
velopment of a biometric log recognition system.

In case of GT-data the verification performance evaluation
showed that radial distances (CD,PD) and Zernike moments
(Z) show a high discriminative power. Score level fusion of
these features leads to an EER of 0.54%. The validation of
these features for automated segmentation and pith estimation
showed that Zernike moments achieve the highest reliability.
Compared to Zernike moments the EERs for CD and PD are
strongly influenced by automated segmentation and pith esti-
mation.

Future work should investigate the fusion of the best geo-
metric features with annual ring pattern features.
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