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Abstract. A major issue in computer aided celiac disease diagnosis is
the prevalence of substantial intra-class and even intra-image variations.
A method which splits the images into a set of smaller ones and finally
applies a decision level fusion turned out to be a powerful technique to
address these problems and to boost the classification accuracy. This is
especially true if using Local Binary Patterns and derivatives. However,
due to the sparsity and roughness of the final feature vectors, these meth-
ods are not optimal if being applied to such small images. Therefore, in
this work two novel and two methods from literature are investigated to
improve the performances of Local Binary Patterns. Experiments show
that the overall classification accuracies can be improved, especially by
means of a combination of the novel methods. The techniques presented
in this work are not restricted to this certain problem definition. They
rather can be applied in arbitrary scenarios with small sized image data.

1 Introduction

Celiac disease [14], which is commonly known as gluten intolerance, is a disorder
that affects the small intestine after introduction of gluten containing food. The
disease leads to an inflammatory reaction in the mucosa of the small bowel caused
by a dysregulated immune response triggered by ingested gluten proteins of
certain cereals. During the course of celiac disease, the mucosa loses its absorptive
villi (see Fig. 1(b)) and hyperplasia of the enteric crypts occurs, leading to a
strongly diminished ability to absorb any nutrients. According to a large study
[6], the overall prevalence of the disease in the USA is 1:133. Figure 1 shows
example images, captured during endoscopy.

Up to now, significant work has been done on computer aided celiac disease
diagnosis [3, 4, 9, 10]. Especially Local Binary Patterns (LBP) [15] and deriva-
tives of this well known texture feature extraction method have been extensively
investigated with respect to this problem definition [9–11] and turned out to be
highly effective.

In recent work on computer aided celiac disease diagnosis [8], the authors
have proposed an effective and efficient split and merge approach which splits a
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textured image into non-overlapping sub-images, classifies these sub-images and
finally applies a decision level fusion. Especially with LBP (and derivatives), this
method turned out to be highly appropriate for the problem definition. This is
quite surprising, because the sub-images are very small (e.g. a sub-image size
of 42 × 42 pixels turned out to be appropriate) and LBP is not designed to
be applied to such small data. Applying the more sophisticated bag-of-visual
words [19] technique the achieved accuracies are considerably lower. However,
no matter if using LBP in combination with the split and merge approach, bag-
of-visual words [19] or state-of-the art fisher vectors [16, 17], the problem of small
data is the same for all of these approaches:

A small sample size leads to a less precise estimation of the probability den-
sity of the LBP patterns which is given by the histogram. The generated his-
tograms become potentially sparse as well as rough, depending on the chosen
setup. Table 1 shows the average number of patterns per bin, for each num-
ber of center-pixel neighbors. It should be noticed that the distribution of LBP
patterns is far away from being uniformly. We supposed that the sparsity of
the histogram affects the classification performance in case a high number of
neighbors (especially with twelve but also in case of ten and eight neighbors).

Table 1. Histogram bins and average number of patterns per bin in case of different
setups having a 42×42 pixel image and an LBP radius of three pixels (i.e. 36×36 = 1296
patterns in total).

LBP Histogram Mean patterns Sufficient patterns
Neighbors bins per bin per bin? (assumption)

4 16 81.0 3

6 64 20.3 3

8 256 5.1 ?
10 1024 1.3 ?
12 4096 0.3 7

To compute the original LBP [15] feature vector, first a binary vector for each
pixel is generated by computing the sign of the differences between this pixel and
a set of neighboring pixels. Each of these binary patterns can be interpreted as
a number by multiplying the binary row vector with a column vector consisting
of increasing powers of two (1, 2, 4, 8, ...). The final feature vector consists of the

(a) Marsh 0: Healthy mucosa. (b) Marsh 3: Villous atrophy.

Fig. 1. Example patches of healthy (a) and disease mucosa (b).
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global histogram computed over all of these numerical values in an image. In the
last decades several derivatives of LBP have been proposed including Extended
Local Binary Patterns (ELBP) [13] and Local Ternary Patterns [18].

In this work, focus is on four independent techniques to increase the per-
formance in case of small sized image data. The first one changes the general
algorithm of LBP using soft histograms (Sect. 2.1), the second one concatenates
specific low dimensional features (Sect. 2.2), the third one relies on image pre-
processing (Sect. 2.3) and the last is based on feature post-processing (Sect.
2.4). Whereas the first two methods are existing approaches from literature [1,
2], the second two techniques are newly introduced in this paper. In Sect. 3
experimental results are presented and discussed.

2 Boosting LBP’s Performance

In this section, four independent methods are outlines to boost the performance
of LBP (and derivatives) if being applied to small data.

2.1 Soft-Histogram (SH)

To increase robustness to noise and make its output continuous, Ahonen and
Pietikäinen have proposed soft histograms for LBP [1]. Instead of assigning a
pixel in an image to exactly one histogram bin, in this fuzzified approach one
pixel contributes to a number of bins. The contribution of a pixel (x, y) to a bin
i is given by

SLBP (x, y, i) =
P−1∏
p=0

[bp(i) · fd(gc − gp) + (1− bp(i)) · (1− fd(gc − gp))] , (1)

where P is the number of neighbors, bp(i) denotes the value of the p-th bit of i,
gc is the current center pixel and gp is one of the neighboring pixels. fd is the
fuzzy membership function

fd(z) = max(min(0.5 + 0.5
z

d
, 1), 0), (2)

where d regulates the extent of fuzzification. For small d this method converges
to the traditional LBP. Although this method is not dedicated to small image
data, the soft assignment can be utilized to generate smoother histograms.

2.2 Multi-Neighborhood (MN)

In another recent work, Banerji et al. have proposed a method [2] to deal with
small image data in a bag-of-words model. Instead of introducing a new method-
ology, the authors concatenate eight LBP histograms with varying small neigh-
borhoods. The exact patterns are shown in Fig. 2. By concatenating feature
vectors with few neighbors (four), each histogram only consists of 16 (= 24)
bins which should be advantageous in case of small data. By concatenating eight
feature vectors with different neighborhoods, a higher distinctiveness is claimed
to be achieved.
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Fig. 2. The eight four-neighborhoods utlized by Banerji et al. [2].

2.3 Image-Enlargement (IE)

Whereas the methods mentioned so far change the feature extraction, we fur-
thermore investigate the impact of an image enlargement, prior to the feature
extraction stage. For this, the image is upscaled and missing points are bi-linearly
interpolated. Thereby the number of pixels is increased by the square of the scal-
ing factor which directly leads to substantially denser histograms. More sophisti-
cated interpolation techniques (bi-cubic, spline) have also been tested, however,
the obtained classification outcomes are highly similar with all methods.

2.4 Histogram-Smoothing (HS)

Finally we propose a histogram improvement technique which can be applied
as a post processing method after LBP histogram generation. The main idea is
to compensate the roughness of histograms by means of smoothing, which, to
the best of our knowledge, has not been done before. One special motivation
for this method is to achieve a similar behavior like Soft-Histogram LBP with a
substantially lower computational expense.

The crucial thing is that an LBP histogram cannot be filtered by straight
forward convolution with for example a Gaussian filter to obtain a smoother
version. The problem is that neighboring histogram bins not necessarily exhibit
a strong logical relationship. This issue is illustrated in Fig. 3.

1 2

4

81632

64

128

bin: 1+2+4=7bin: 1+2+4+128=135 bin: 0

Higher simi-
larity in the 
image domain.

But large dist-
ance in the
histogram

Lower simi-
larity in the 
image domain.
But smaller 
distance in 
the histogram

 ... 0

 ... 1

Fig. 3. Histogram smoothing.

To cope with this issue, we construct a Matrix M = m(i,j) which defines
the degree of similarity between all combinations of two binary patterns. This
matrix is defined by means of the inverse hamming distance

m(s,t) =

(
1

P
·

P∑
p=1

1− |bp(s)− bp(t)|

)k

, (3)
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where the positive value k adjusts the degree of smoothing by suppressing small
values. A small k (e.g. k = 1) corresponds to extensive smoothing and vice versa.

Finally the smoothed histogram H∗ is defined by

H∗(s) =
1∑2P

t=1 m(s,t)

·
2P∑
t=1

H(i) ·m(s,t) . (4)

This equation states that each bin contributes to each other bin in the histogram
by the proportion specified by M . In the trivial case, where M is the identity
matrix, smoothing is omitted and H∗ is equal to H.

It should be mentioned that the matrix m could theoretically also be defined
in a different way. However, we suppose that our definition based on the hamming
distance poses a quite natural and plausible one.

2.5 Runtimes

Besides their high distinctiveness, LBP have become popular because of their low
computational costs compared to more elaborated techniques. Therefore, we will
briefly highlight the runtime3 of the methods, presented in this section. Figure 4
shows the overall runtimes for computing the feature vector for one image (42×42
pixels), for different numbers of neighbors. Notice that the Multi-Neighbor LBP
are only defined for a certain neighborhood and thereby cannot be configured,
which results in a constant runtime in the figure. Whereas the Soft-Histogram
approach corresponds to quite high computational costs, Histogram-Smoothing
turned out to be distinctly faster. It should be noticed that the costs for the
Soft-Histogram approach increase even more (linearly) with an increasing image
size. The Histogram-Smoothing technique on opposite remains quite stable with
an increasing image size, because the histogram creation is extremely fast (see
costs of traditional LBP).

3 Experiments

3.1 Setup

The image testset used for the experiments contains images of the duodenal
bulb and the pars descendens, which are parts of the small bowel, taken during
duodenoscopies at the St. Anna Children’s Hospital using pediatric gastroscopes
(Olympus GIF N180 and Q165) (with a resolution of 768 × 576 and 528 × 522
pixels). Prior to processing, all images are converted to gray scale images because
the additional use of color information did not lead to any substantial improve-
ments. In a preprocessing step, texture patches with a fixed size of 128×128 pixels
have been manually extracted. These patches are split into nine non-overlapping
smaller sub-images with a size of 42×42 pixels. This splitting strategy, based on

3 Tests are performed on an Intel(R) Core(TM) i5-2400 CPU @ 3.10GHz. The code
has been implemented in C/MEX.
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Fig. 4. Execution runtimes.

splitting into 9 sub-images, turned out to be optimal in recent work on computer
aided celiac disease diagnosis [8]. After splitting an image, feature extraction and
classification is executed separately for each sub-image. Finally, the decisions are
merged by means of majority voting. This strategy turned out to be more ap-
propriate than a straight forward classification of the complete images. This is
supposed to be due to the high intra-class and intra-image variations of the
endoscopic images.

To get the ground truth for the texture patches, the condition of the mucosal
areas covered by the images has been determined by histological examination
of biopsies from corresponding regions. The severity of the villous atrophy has
been classified according to the modified Marsh classification scheme [14]. Al-
though it is possible to distinguish between different stages of the disease, we
aim in distinguishing between images of patients with (Marsh-3) and without
the disease (Marsh-0), as this two classes case is most relevant in practice. Our
experiments are based on a data set containing 612 images (306 Marsh-0 and
306 Marsh-3 images) from 171 (131 Marsh-0 and 40 Marsh-3) individuals [12].

All overall accuracies computed are based on the mean accuracy of 32 random
splits. One distinct split divides the data set into an approximately balanced
training (50 %) and evaluation set (50 %), restricting images of one patient to
be in the same set to avoid any bias.

Focus is on two different LBP versions which turned out to be suitable for
celiac disease classification [7]:

– Local Binary Patterns (LBP) [15]: This is the most common LBP method
based on a circular neighborhood and a certain number of sample points,
which are equidistantly placed on the circle. Sample points which are in
between pixel values are interpolated in a nearest neighbor sense. This is
done, as previous work on computer aided celiac disease diagnosis [7] showed
that the bi-linear interpolation, which is usually utilized, corresponds to a
loss of accuracy.
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– Extended Local Binary Patterns (ELBP) [13]: ELBP in this context consists
of the LBP feature extraction based on the edge magnitude of the original
image, computed by means of convolution with two orthogonal Sobel filters.

The value d in case of Soft-Histogram LBP is fixed to 12 and k in case of
Histogram-Smoothing is fixed to 4, which turned out to be appropriate for all
configurations. In case of Image-Enlargement, a resize factor of 2 turned out to
be optimal. The restriction to (lower dimensional) uniform patterns did not lead
to improvements as far as the classification accuracy is concerned. For feature
discrimination, we deploy the linear support vector classifier [5] (SVM) which
has been widely used in recent work.

Histogram Smoothing (HS) Image Enlargement (IE) Histogram-Smoothing + Image Enlargment

Soft Histogram (SH) Multi-Neighborhoods (MN) Traditional LBP
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(a) LBP, r = 2
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(b) LBP, r = 3
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(c) ELBP, r = 2
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Fig. 5. Overall classification accuracies with different feature extraction methods and
different configurations. For explanation see Sect. 3.2.
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3.2 Results and Discussion

In Fig. 5, the main results are shown. One subplot shows the overall classification
accuracies for a certain feature, a certain neighborhood (two or three pixels), five
numbers of neighbors and the investigated approaches. The top of the colored
bars indicate the rates achieved if the nine sub-images of one complete image
are fused, whereas the top of the white bars indicate the rates achieved without
the decision level fusion. The solid lines indicate the accuracies achieved with
traditional LBP based classification. In a similar manner, the top lines indicate
the rates achieved with fusion and the bottom lines indicate the rates achieved
without fusion. Similarly, the crosses (+) denote the rates obtained with the
Multi-Neighborhood approach which has a fixed neighborhood. In the following,
focus is on the fusion based (upper) accuracies that are more relevant in practice,
however, there is a strong correlation between these values and the lower values
without the decision level fusion.

Considering the LBP based feature extraction (solid lines) with a radius of
one and two, the best accuracies are achieved in general with four, six or eight
neighbors, which is not surprising if considering Table 1. With ten and espe-
cially with twelve neighbors, the classification accuracies decrease. A less distinct
but still similar behavior is shown in case of ELBP. Regarding the Histogram-
Smoothing method, it can be seen that the performance with ten and twelve
neighbors can be improved consistently, whereas the fewer neighbored versions
stay almost unchanged. In each case of the 10 to 12 neighbored versions, this
approach is able to outperform the best traditional configuration. The less elab-
orated Image-Enlargement technique has a similar effect on the classification
performance, however, the correlation between the number of neighbors and the
improvement is less distinct and the improvements are weaker. The third bars
(per bunch) indicate the accuracies obtained if combining Histogram-Smoothing
with Image-Enlargement. Considering LBP versions with eight to twelve neigh-
bors, this combination leads to even better accuracies. In case of ELBP, the im-
age enlargement step obviously is less important as Histogram-Smoothing mostly
cannot be outperformed by the combined method. Interestingly, the more com-
putationally complex Soft-Histogram LBP on average corresponds to slightly
lower rates. This method seems to be less appropriate for ELBP, however, in the
special case of LBP with a radius of three pixels this technique generates the
best overall results. This quite interesting behavior is supposed to be due to the
larger differences between the pixels (in case of the larger radius), which can be
directly exploited by the fuzzy histogram creation. Due to the binary quantiza-
tion, the post-processing Histogram-Smoothing is (like traditional LBP) unable
to exploit any additional information given by pixel differences. However, the
major drawback of this method is the comparatively high computational ef-
fort (see Fig. 4). Therefore, we recommend to utilize the Histogram-Smoothing
approach instead. Especially in case of larger images, the runtime of the Soft-
Histogram method increases linearly with respect to the image pixels whereas
the runtime of the Histogram-Smoothing is mainly related to the number of his-
togram bins. Although the Multi-Neighborhood LBP could be interpreted as a
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multi-resolution method (as thereby actually cannot be directly compared to the
others) it is unable to outperform the best of the other configurations. Obviously
the distinctiveness of high dimensional joint distribution cannot be achieved by a
concatenation of lower dimensional joint distributions. Nevertheless, this feature
is able to outperform the best classification rates obtained with traditional LBP.

4 Conclusion

We have proposed two novel and comparatively fast methods to improve the clas-
sification performances of Local Binary Patterns and derivatives, if being applied
to small images. Especially if combining these techniques, reasonable improve-
ments can be obtained, compared to traditional classification based on Local Bi-
nary Patterns and derivatives. The improvement techniques have been compared
to two existing approaches from literature. One of them (Multi-Neighborhood
LBP) turned out to be less appropriate. The other one (Soft-Histogram LBP)
generates similarly accurate results, however, this feature is substantially more
complex from computational point of view.
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