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Abstract

In this work, we study the applicability of PRNU-based
sensor identification methods for finger vein imagery. We
also investigate the effect of different image regions on the
identification performance by looking at five different crop-
pings with different sizes. The proposed method is tested on
eight publicly available finger vein datasets. For each finger
vein sensor a noise reference pattern is generated and sub-
sequently matched with noise residuals extracted from pre-
viously unseen finger vein images. Although the final result
strongly encourages the use of PRNU-based approaches for
sensor identification, it can also be observed that the choice
of image region for PRNU extraction is crucial. The result
clearly shows that regions containing biometric trait (vary-
ing content) should be preferred over background regions
containing non-biometric trait (identical content).

1. Introduction

Biometric systems, which utilize a human’s physical
or behavioral characteristic, have become more and more
popular in the last decades. Not only, do companies or
governmental organizations rely on biometric technology
to secure their environment, also everyday technology (e.g.
smartphones, laptops, entrance systems) uses it extensively.
Nevertheless, biometric traits also set new challenges in
terms of maintaining security and integrity of biometric
data. While the key material used in traditional authen-
tication methods like PINs, passwords, smart-cards etc.
can usually be changed, a person’s biometric trait usually
remains stable. Therefore, once biometric features are
leaked, stolen or adopted many different attack scenarios
become conceivable.
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The fact that certain biometric modalities, e.g. finger-
prints or faces, even cannot be considered as being secret
simply due to their pure nature, requires researchers to
come up with new strategies to detect and prevent, for
instance, spoofing attacks. Attackers can easily take high-
resolution images of a person’s face or even fingerprints
can be covertly lift off a person’s glass.

Different strategies have been proposed to circumvent
some of these attacks. Liveness detection has been sug-
gested as a strategy to cope with attackers who try to fool
the sensor with prerecorded data. Encryption has been
proposed to secure the communication channel between
sensor and feature extractor which might be intercepted
and resubmitted by changed or replayed data. However, the
”public” nature of aforementioned modalities simply raises
the question whether ensuring the privacy of biometric
data is still necessary and appropriate. Instead, the senders
(sensors) identity could be directly verified as a part of the
entire authentication mechanism.

At this point, passive media security techniques come
into play, typically termed as ”digital image forensics” [1].
A technique for sensor identification [2] is based on the so-
called photo-response non-uniformity (PRNU). PRNU is
often consider to be a digital hardware fingerprint primarily
caused by pixel non-uniformity (PNU). PNU is an intrinsic
property of every digital sensor caused by different sensitiv-
ity of pixels to light due to inhomogeneity of silicon wafers
and imperfections during the sensor manufacturing process.

Previous work already showed that PRNU-based ap-
proaches are well-suited for sensor identification in the
context of fingerprint [3] and iris [4, 5, 6, 7, 8] images.
However, some work [9, 10] in the context of iris images
also reported considerably fluctuating equal error rates and
thresholds dependent on the sensor. This strongly motivates
further research in this field.



This work is organized as follows: Section 2 gives an
overview of techniques used for PRNU extraction and
enhancement. Section 3 introduces the datasets, explains
the different experimental settings as well as the evaluation
workflow in detail. Finally, experimental results are
provided in Section 4 followed by a conclusion in Section
5.

2. Methodology
To extract the PRNU fingerprint we use the method pro-

posed by Fridrich in [11] which is based on maximum like-
lihood estimation (MLE). For each image Ii the noise resid-
ual Ri gets estimated as follows:

Ri = Ii − F (Ii) (1)

F (Ii) is a denoised version of the original image obtained
by applying an adaptive Wiener filter in the wavelet domain.
As a result, F (Ii) mainly contains low frequencies. After
subtracting the denoised from the original image, we obtain
a high-frequency image containing the residual noise. Since
the noise residual might be contaminated with undesired ar-
tifacts often referred as non-unique artifacts (NUAs) [12]
two different enhancement techniques are applied. Both en-
hancement techniques are described in Section 2.2. Finally,
a maximum likelihood estimator [11] is used to obtain the
PRNU factor K̂ by means of the following equation:

K̂ =

N∑
i=1

RiIi

/
N∑
i=1

I2i (2)

K̂ is our zero-mean noise-like signal responsible for the
PRNU and Ii corresponds to images of the same sensor
with i = 1...N where N denotes the total number of
images in the dataset.

To evaluate the similarity between the PRNU finger-
print K̂ and the residual noise RI of a query image two
different metrics are used: Normalized Cross Correlation
(NCC) as shown in (3) and Peak Correlation Energy (PCE)
as shown in (5).

NCC(X,Y ) =

W∑
i=1

H∑
j=1

((
X(i, j)− X̄) · (Y (i, j)− Ȳ

))
||X − X̄|| · ||Y − Ȳ ||

(3)

The presence of the PRNU fingerprint in the query image
IQ can be estimated by measuring the correlation between
the noise residual RIQ of a query image IQ and the PRNU
factor K̂ weighted by the image content of IQ as shown in
(4).

ρ[RI ,IQK̂] = NCC(RI , IQK̂) (4)

Peak Correlation Energy [13] is an alternative measure to

attenuate the influence of periodic noise contamination. It
has been shown to yield more stable results in scenarios
where images have been geometrically transformed and
scaled [14]. Although, Kang et al. [15] showed that PCE
may increase the false-positive rate if images have not been
geometrically transformed, we still test PCE as a second
metric in this work.

As in this work only image patches of the same size
are compared. Image transformations like scaling and
cropping are not taken into account. Consequently, the
formula for PCE simplifies as follows [16]:

PCE =
CNCC(0, 0)2

1
WH−|A|

∑
i,j 6=A CNCC(i, j)2

(5)

CNCC is the circular normalized cross correlation be-
tween RIQ and IQK̂. A is a small area around the peak
located at position (0, 0) and |A| represents the cardinality
of the area.

CNCC(x, y) =

1

WH

W∑
i=1

H∑
j=1

(X(i, j)− X̄) · (Y(i,j)⊕(x,y)(i, j)− Ȳ )
(6)

For both methods, NCC as well as PCE, our goal is to
detect whether an image has been obtained from a certain
sensor. This classification can be achieved by comparing
the calculated NCC or PCC score to a pre-defined threshold
τ . If the score is greater than τ we consider the query
image IQ as being obtained by the sensor.

FromSensor(IQ) =

{
True if Score(RIQ , IQK̂) > τ

False if Score(RIQ , IQK̂) ≤ τ
(7)

2.1. Wavelet-based residual extraction

Low-pass filters applied in Wavelet domain [17] have
been shown to be a well-suited tool for image denoising and
residual extraction. This denosing is typically achieved by
applying a Wiener filter like attenuation on high-frequency
sub-bands (incl. local variance estimation). Subtraction of
the denoised image from the original image as shown in (1)
then returns a high-frequency signal containing the residual
noise.

The required steps to extract the residual can be sum-
marized as follows:

1. Apply 4-Level Wavelet decomposition using
Daubechies 8-tap WMF. Coefficients in the horizontal,
vertical and diagonal high-frequency sub-bands are
denoted v(i, j), h(i, j) and d(i, j).



2. For each sub-band: Estimate the local variance by ap-
plying local MAP estimation using different window
sizes W where W ∈ {3, 5, 7, 9}.

σ̂2
w(i, j) = max

0, 1
W 2

∑
(i,j)∈N

h2(i, j)− σ2
0

 (8)

Choose the minimum local variance as final estimate:

σ̂2(i, j) = min
[
σ2
3(i, j), σ2

5(i, j), σ2
7(i, j), σ2

9(i, j)
]

(9)

3. Obtain the coefficients for the residual noise by sub-
traction of the original with the denoised version. This
can be easily done by setting the coefficients of the
low-frequency sub-band (LL) to 0. The remaining co-
efficients are calculated as follows:

CRes(i, j) = C(i, j)
σ2
0

σ2(i, j) + σ2
0

(10)

Note: σ0 = 3 has been chosen empirically.

4. Transform the extracted noise residual CRes back to
spatial domain using the inverse wavelet transform.

2.2. Enhancement Techniques

In this work we applied two different post-processing
techniques to further improve the extracted residual and
PRNU fingerprint.

Wiener filter: Noise residuals might be contaminated
with undesired artifacts. A Wiener filter [13] applied in the
frequency domain can help to suppress these artifacts.

Zero-Mean filter: Noise residuals might also be con-
taminated with non-unique artifacts (NUAs) introduced by
demosaicing algorithms that depend on the CFA (Color
Filter Array). Zero-mean filtering as proposed in [13]
allows to remove these periodic artifacts.

3. Experimental Design
3.1. Datasets

In this work we evaluated the performance of our finger
vein sensor identification on the following publicly avail-
able datasets. Out of each dataset a subset of 120 images
has been chosen.

• SDUMLA-HMT (SDUMLA) - Images of the dataset
[18] are stored in BMP format with 320×240 pixels in
size. The selected subset is composed of images from
the first 20 individuals.

• IDIAP VERA (IDIAP-REAL) - Images of the dataset
[19] are stored in PNG format with a size of 250×665.
We have taken 120 images of the first 60 individuals
out of the IDIAP-REAL sub-dataset.

• FV-USM - Images of the dataset [20] are stored in
JPEG format with a size of 480×640. The selected
subset is composed of images from the first 30 indi-
viduals.

• MMCBNU 6000 (MMCBNU) - Images of the dataset
[21] are stored in BMP format with a size of 640×480.
The selected subset is composed of images from the
first 20 individuals.

• PLUS-FV3-Laser-Palmar (Palmar) - Images of the
dataset [22] are stored in PNG format with a size of
600×1024. The selected subset is composed of images
from the first 20 individuals.

• THU-FVFDT - Images of the dataset [22] are stored
in PNG format with a size of 600×1024. The selected
subset is composed of images from the first 20 individ-
uals.

• UTFVP - Images of the dataset [23, 24] are stored in
PNG format with a size of 672×380. The selected sub-
set is composed of images from the first 20 individuals.

• HKPU-FV - Images of the dataset [25] are stored in
BMP format with a size of 513×256. The selected
subset is composed of images from the first 60 indi-
viduals.

3.2. Image Preprocessing

Images are part of THU-FVDT and PLUS-FV3-Laser-
Palmar are provided in portrait orientation. To align them
with images of the remaining datasets, all images of these
two datasets were rotated by 90◦.

3.3. Experimental Settings

The primary goal of this work is to not only study the
general applicability of PRNU-based sensor identification
for finger vein images but also investigate the effect of
different croppings on the identification performance. We
assume that fingerprints generated from uncorrelated data
in order to facilitate the out-averaging of image-content
related high-frequency content are better suited for sensor
identification than fingerprints generated from correlated
data. As a result, we expect bad performance for finger-
prints generated based on regions containing non-biometric
trait (typically background regions) since only illumination
fluctuations might lead to differences in such regions. On
the other hand, we expect good performance for regions
containing biometric trait due to a better variability of the



Figure 1: Sample Patches: Top-left

image content.

To verify whether this assumption holds, we compare
the identification performance of five different cropping
modes. Each mode extracts sample patches with a fixed
size at a fixed position in the image. Consequently, the
characteristics of images also differ significantly from each
other.

The following list provides an intuition for the choice
of different cropping modes and the image characteristics:

• Background 320×100: Two concatenated image
slices (320×50) taken from the top and bottom region
of an image. As shown in Figure 5 the background
region exclusively contains non-biometric trait.

• Center 320×100: 320×100 image region taken from
the center. The patch size and region was chosen to ex-
clusively contain biometric trait (finger vein texture).
(Figure 4)

• Center 320×150: 320×150 image region taken from
the center. Still image patches mainly contain biomet-
ric trait. However, also non-biometric trait is contained
in case of some datasets (e.g. SDUMLA-HMT). (Fig-
ure 3)

• Center 320×240: 320×240 image region taken from
the center. The choice of this patch size is motivated by
low resolution images. Patch sizes beyond 320×240
would require image padding for certain images and
therefore bias the classification. Since the patch is
taken from the center, image patches always contain
biometric trait. The amount of non-biometric is de-
pendent on the dataset’s image size. (Figure 2)

• Top-Left 320×240: For comparison we also extract
another 320×240-sized image region from the top-left
corner. Due to its location, the image patch is guar-
anteed to contain non-biometric trait as well as a large
amount of biometric-trait for some datasets. (Figure 1)

Figure 2: Sample Patches: Center 320×240

Figure 3: Sample Patches: Center 320×150

Figure 4: Sample Patches: Center 320×100

Figure 5: Sample Patches: Background



Figure 6: PRNU Estimation Workflow

3.4. Evaluation Workflow

This section provides a detail step-by-step explanation
of the PRNU estimation and the performance evaluation
process. First of all, to reliably assess the performance
of the PRNU-based sensor identification technique, sub-
jectwise 4-fold cross validation is applied. In each fold
90 images are used to estimate the sensor’s PRNU. Thus,
the testing set is composed of 960 images taken from the
remaining datasets and 30 images belonging to the sensor
used for PRNU estimation. This immediately indicates that
the testing set is heavily biased towards outliers (samples
not obtained by the sensor). Since the AUC-ROC is
not well-suited for imbalanced datasets, we also report
AUC-Precison-Recall which is better suited for imbalanced
datasets.

PRNU Estimation:
Figure 6 illustrates the different steps taken in the PRNU
estimation phase. It is important to note that enhancement
is only applied on the estimated (final) PRNU fingerprint.
The residual images itself are not further enhanced. A
detailed description of the residual extraction and PRNU
enhancement process is provided in Section 2.

Residual Extraction:
The residual extraction workflow is illustrated in Figure
7. In fact, the workflow is similar to the PRNU estimation
process. However, residual enhancement is directly applied
on each individual residual image. After obtaining the
PRNU fingerprint for a sensor, the performance is evaluated
by extracting the residual for every image in the test set and
classifying it as inlier or outlier. The similarity between
the PRNU fingerprint and the query image is measured by
means of NCC or PCE as explained in Section 2.

Figure 7: Residual Workflow

4. Results
In this section, we present the results obtained by using

different croppings and enhancement techniques. More pre-
cisely, we are primarily interested in the following aspects:

• General applicability of PRNU-based sensor identifi-
cation in the context of finger vein
• Suitability of different enhancement methods for

PRNU extraction
• Effect of different croppings on the identification per-

formance
• Suitability of different comparison metrics: PCE /

NCC

To analyze the effect of different crop sizes and enhance-
ment methods we calculate the average AUC scores for all
sensor types. Results for each cropping and enhancement
method are shown in Figure 8. Furthermore, we provide
the exact results for the Wiener filter (WF) enhancement in
Table 1.

4.1. Effect of different enhancement methods

As we can see in Figure 8, Wiener filtering (WF) pro-
vides the best overall result. Figure 8a and 8b show that
only in the TOP-LEFT case, not applying any enhancement
works best. Furthermore, it can be observed that Zero-Mean
filtering should be avoided. Independent of the cropping,
the AUC score starts to decrease once Zero-Mean filtering
is applied. An effect obviously caused by the fact that most
finger vein sensors do not use color filter arrays (CFAs).

4.2. Effect of similarity measure

As shown in Table 1, both similarity measures (NCC /
PCE) in most cases exhibit a similar identification perfor-
mance. Although we are not able to identify a clear winner
among both measures, the use of NCC seems to be more
appealing due to its low algorithm complexity.

4.3. Effect of different croppings

As can be seen in Figure 1 - 5 choosing location and size
of the crop region is a crucial task when it comes to extract-
ing real biometric trait out of finger vein images. Therefore,
as discussed in Section 3.3, for a better understanding



NCC
AUC-
ROC

NCC
AUC-

Precision-
Recall

PCE
AUC-
ROC

PCE
AUC

Precision-
Recall

CENTER
320×240 0.992 0.978 0.991 0.973

CENTER
320×150 0.998 0.979 0.997 0.978

CENTER
320×100 0.996 0.953 0.994 0.956

BACKG.
320×100 0.886 0.627 0.859 0.547

TOP-LEFT
320×240 0.978 0.968 0.993 0.960

Table 1: Average AUCs for different croppings + Wiener
Filter (WF)

of the impact of different croppings on the identification
performance we tested our identification algorithm using
five different croppings. Again, it should be emphasized
that the background cropping is chosen in a way that it
only contains non-biometric trait while the smallest center
cropping only contains biometric trait. Remaining regions
contain a mixture of both traits. Note that, the background
cropping and the smallest center cropping (320×100) have
the same size and therefore carry the same amount of
information.

In Figure 8 (a-d) we observe that the performance of
CENTER (320×100) clearly outperforms the performance
of the background cropping as the background region
mainly contains identical content while the center cropping
contains varying content (typically biometric trait). The
effect of larger, mixed regions can be studied by looking
at the center croppings 320×150 as well as 320×240.
Obviously, due to their larger size, these new croppings
can contain more biometric trait as well as non-biometric
trait. As we can see in Table 1 the cropping CENTER
(320×150) exhibits the best identification performance
among all five croppings regardless of the similarity
measure. Furthermore, it can be seen that increasing of the
crop size does not necessarily improve the identification
performance. For instance, the center crop size 320×240
does not achieve the highest identification performance.
This might be due to the fact that increasing crop sizes also
add more background parts to the estimated fingerprint.

4.4. Sensor comparison with different croppings

In this section, we investigate the impact of image ac-
quisition on the sensor identification performance. There-
fore, we analyze the effect of three different croppings

(BACKGROUND [320×100], CENTER [320×100], CEN-
TER [320×150]) on the identification performance for each
individual sensors.
In Figure 9 (a-d) we can see a poor identification perfor-
mance for background regions for MMCBNU, PALMAR,
THU-FVFDT and FV-USM. Obviously, since the back-
ground regions mainly contain identical content, hardly any
PRNU information can be extracted. This effect could be
due to the physical characteristics (design) of the sensor ap-
paratus or image preprocessing. Once a sensor is placed
inside an enclosed chamber, the surrounding area of a fin-
ger will be almost uniform black.
Figure 9a shows AUC ROC scores for different sensors us-
ing the NCC similarity measure. Both center croppings are
substantially superior to the background cropping except for
THU-FVFDT. In particular, the results for MMCBNU and
PALMAR background croppings can be considered as ex-
tremely bad.
A similar scenario can be observed in Figure 9c. AUC
ROC scores (PCE) for the background cropping for PAL-
MAR and THU-FVFDT are dramatically inferior to other
center croppings. Classification for MMCBNU background
although works significantly better than when using NCC.
For the remaining sensors in Figure 9c we see absolute and
perfect superiority of center croppings.
In Figure 9b, the result shows low AUC-Precision-Recall
scores for all sensor in case of background croppings.
In Figure 9d, absolute superiority of the center croppings
and inferiority of the background cropping for all types of
sensors can be observed as well.
Consequently, we can conclude that regardless of the ap-
plied similarity measures (NCC/PCE) or enhancement tech-
niques the most striking features of Figure 9 (a-d) are infe-
riority of the background cropping and superiority of the
center croppings for most of the sensors.

5. Conclusion

This work studied the applicability of PRNU-based iden-
tification methods for different finger vein crop sizes. The
results clearly demonstrated that PRNU-based algorithms
are well-suited for sensor identification in the context of fin-
ger vein images. Furthermore, it confirmed the assumptions
that PRNU fingerprints should be generated from uncorre-
lated data. While regions containing biometric trait (uncor-
related data) could be classified perfectly, background re-
gions containing non-biometric trait (correlated data) turned
out to be problematic. The experiments also indicated that
Zero-Mean filtering should be avoided when working with
finger vein images. By contrast, Wiener filtering turned out
to be a good enhancement technique in the context of finger
vein sensor identification.
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