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Abstract

Nowadays, many facial images are acquired using smart
phones. To ensure the best outcome, users frequently re-
touch these images before sharing them, e.g. via social me-
dia. In particular retouching apps represent common tools
which can be applied to improve one’s facial appearance.
Modifications of the facial geometry and texture resulting
from such retouching algorithms might be a new challenge
for face recognition technologies. Towards deploying ro-
bust face recognition as well as enforcing anti-photoshop
legislations, a robust and reliable detection of retouched
face images is needed.

In this work, the effects of facial retouching on face
recognition are investigated. A qualitative assessment of
32 beautification apps available in different app stores is
conducted. Based on this assessment five apps are cho-
sen which are used to manually create a database of 800
beautified face images. Biometric performance is measured
before and after retouching using a commercial face recog-
nition system. Subsequently, a retouching detection system
based on the analysis of Photo Response Non-Uniformity
(PRNU) is presented. Specifically, scores obtained from an-
alyzing spatial and spectral features extracted from PRNU
patterns across image cells are fused. In a realistic sce-
nario, in which unaltered bona fide images are compressed
to the average target sizes of the retouched images using
JPEG compression, the proposed PRNU-based retouching
detection scheme is shown to robustly distinguish between
bona fide and retouched face images achieving an average
D-EER of 13.7% across all retouching algorithms.

1 Introduction
In the last several decades, face recognition has been

a highly active research field [7, 8, 9]. In the recent
past, the introduction of deep convolutional neural networks

(a) original

(b) retouched (c) differences
Figure 1: Application of a beautification app: (a) original
image, (b) retouched image, and (c) main differences be-
tween (a) and (b).

has shown impressive performance improvements in facial
recognition technologies [10, 11, 12, 13, 14], which facil-
itated the use of facial recognition technologies in various
application scenarios ranging from automated border con-
trol to access control for mobile devices. However, a num-
ber of covariates has been identified, which can degrade
the recognition accuracy of face recognition, such as vari-
ations in pose, facial expression or image quality [15, 9].
Additionally, digital face beautification, i.e. facial retouch-
ing, was determined to be able to significantly alter the per-
ceived shape and texture of a human face and therefore to
potentially compromise the use of face recognition systems
[1]. Facial retouching induces alterations similar to those
achieved by plastic surgery [16] or facial cosmetics [17].
Beyond that, further changes in appearance can be made to
face images in the digital domain, e.g. increase or repo-
sitioning of eyes. Besides professional image editing soft-
ware, e.g. Photoshop, there exist plenty of mobile applica-
tions, i.e. apps, which provide numerous filters and special
effects that can be easily applied even by unskilled users.
An example of facial retouching using a popular beautifi-
cation app is depicted in Fig. 1. It can be observed that the
exemplary retouching app generates a more narrow chin and
thinner nose appearance and enlarges the eyes. Thus, facial



Table 1: Most relevant works on the impact and detection of facial retouching in face recognition (partially derived from [1]).

Authors Database Method(s)

Unaltered

Recognition performance

Retouching detection Remarks

Retouched

AR face

(118 subjects) 2x COTS, SIFT

Ferrara et al. [2]

~0% EER (COTS)

~ 2%,~5%,~17% EER
for low/medium/high ~ —
intensity (COTS)

3 intensities of retouching
with LiftMagic, small amount
of comparisons

ND-HITD Retouched
Bharati et al. [3] Faces (325 subjects),
Celebrity (165 subjects)  supervised RBM with SVM

Recognition: COTS, OpenBR

Detection: face patch-based deep 100% R-1 (COTS)

97.67% R-1
(average, COTS)

87.1% CCR on ND-IIITD Retouched 7 types of retouching
Faces, 96.2% CCR on Celebrity with PortraitPro Studio Max

Multi-Demographic
Bharati et al. [4] Retouched Faces
(600 subjects)

Sub-class supervised sparse
Autoencoder

2 types of retouching
with PortraitPro Studio Max
and BeautyPlus

- 94.3% CCR (on average)

ND-IITD Retouched

CNN with SVM -
Faces

Jain et al. [5]

- 99.65% CCR -

Automatically generated
Wang et al. [6] based on Openlmage and Dilated Residual Network -
Flickr (1.1M face images)

Detection of Photoshop image
warping operation, manually
created test set

- 90% CCR

retouching plays an important role in diverse scenarios in
which face recognition is deployed:

1. Social media: If face recognition technologies are ap-
plied to images obtained from social media such as
Facebook or Instagram, e.g. during a forensic investi-
gation, the previous application of retouching is highly
probable. Such a use-case might become of utmost
relevance for face recognition in the future consider-
ing the increasing use of social media and the amount
of available beautification apps.

2. Document issuance: Also, different kinds of im-
age manipulation including retouching might be per-
formed prior to the issuance of an electronic travel doc-
ument. In many countries, the face image used for the
ePassport issuance is provided by the applicant. Based
on this security gap in the process the vulnerability
of face recognition systems to so-called morphing at-
tacks has recently been exposed [18]. Similarly, facial
retouching could be applied which could significantly
degrade the performance of a face recognition system,
e.g. at an automated border control.

Besides the aforementioned scenarios the need for a re-
liable detection of digitally beautified face images is further
motivated by the introduction of the so-called “photoshop
law” [19]. People’s behaviours are frequently influenced by
advertising in which digitally manipulated image are dis-
played. Hence, people’s preferences are often ill-formed
and their choices might produce ill-advised effects. In re-
sponse, in 2014 the state of Israel enacted a law in order
to reduce growing eating disorders hazards resulting from
beautified images used in advertisements. A similar law ap-
plies in France since 2017 while in many other countries,
e.g. Belgium, Spain, Italy or Germany, suitable regula-
tions and laws are under discussion. As a result, digitally
retouched images must be labeled as “edited photograph”.
Exceptions are minor editing, such as smoothing skin, re-
moving blemishes, airbrushing, changing hair colour [20].

In this context, the contribution of this work can be sum-
marized as follows:

* Based on a subset of the publicly available FRGCv2
face database [21] a total number of 800 retouched face
images are manually created with limited interaction
to specify for instance the intensity of the beautifica-
tion for each sample. For this purpose five different
mobile apps are used to ensure a variety of retouch-
ing algorithms. The composed image sets can be used
to directly evaluate the performance of face recogni-
tion systems before and after the application of facial
retouching as well as retouching detection schemes.

* The impact of facial retouching on face recognition
performance is estimated for the commercial Cognitec
FaceVACS system v9.3 [22]. For this evaluation the
most challenging scenario is considered, i.e. when
facial retouching is applied either to the reference or
probe face image. Obtained results show that facial re-
touching has negligible negative impact on the recog-
nition accuracy of a state-of-the-art face recognition
system. More specifically, at a practically relevant op-
eration point which yields a FMR of 0.1% a FNMR
of 0% is maintained for all considered beautification

apps.

e A facial retouching detection system is proposed,
which analyzes spatial and spectral features extracted
from PRNU patterns across image regions. The pre-
sented scheme builds upon the works of Debiasi et
al. [23, 24], Zhang et al. [25] and Scherhag et al.
[26] in which an analysis of the PRNU pattern was
successfully utilized to detect image manipulations re-
sulting from face morphing [18]. These approaches
are adapted and extended by a normalized score-level
fusion of retouching of equally weighted detection
scores obtained from the analysis of various spatial
and spectral features of the PRNU. In the best config-
uration, the proposed fusion-based approach achieves



an average Detection-Equal-Error-Rate (D-EER) of
13.7% outperforming a state-of-the-art retouching de-
tection system [6] and an image forgery detection
scheme based on noise variance inconsistencies [27].
Compared to recently published schemes which make
use of (deep) learning techniques the presented ap-
proach does not require extensive training. Further,
in contrast to related works, the composed database
consists of images created by a wider variety of re-
touching algorithms which is of utmost importance to
test generalizability and avoid overfitting. Lastly, in
the detection experiments it is ensured that image com-
pression is applied at the same level for bona fide and
retouched images which is an issue that has been ig-
nored by recent works but significantly influences the
detection accuracy as will be shown.

The remainder of this paper is organized as follows: re-
lated works are discussed in Sect. 2. Subsequently, the im-
age databases used in this work are described in detail in
Sect. 3. The impact of facial retouching on the face recog-
nition performance of a commercial face recognition system
is evaluated in Sect. 4. The proposed PRNU-based retouch-
ing detection approach is presented in Sect. 5. Detection re-
sults are summarized in Sect. 6 and conclusions are drawn
in Sect. 7.

2 Related Work

Relevant works investigating the impact of facial re-
touching on face recognition along with used databases, ap-
plied methods and reported results are summarized in Ta-
ble 1. Performance rates are mostly reported using stan-
dardized metrics for measuring biometric performance [60],
e.g., Equal Error Rate (ERR) or Rank-1 Identification Rate
(R-1). For detection schemes the Correct Classification
Rate (CCR), which corresponds to the D-EER, is frequently
used. Up until now, only a small amount of research re-
garding this topic has been conducted. Ferrara et al. [2, 61]
were the first to analyse the impact of retouching on face
recognition systems. After the application of heavy fa-
cial retouching a significant performance degradation was
reported. These findings have been confirmed in further
works, e.g. [3, 4]. Additionally, Bharati et al. [3, 4] pro-
posed different facial retouching detection schemes based
on deep learning. The development of deep learning-based
retouching detection schemes is favoured by the possibility
to automatically generate a large amount of training data.
However, in contrast to conventional image forensic-based
manipulation detection methods, e.g. [62, 63], in-depth
analysis are required to investigate which types of features
are learned by the aforementioned approaches to distinguish
between unaltered and retouched facial images. The sys-
tem proposed in [3] reported to achieve higher accuracy

Table 2: App store ratings (out of five possible stars) and
subjective assessment of various beautification apps w.r.t.
usability (U), type of beautification (T) and quality of beau-
tification (Q); “+”, “O”, and “—" refers to “good, “aver-
age”, and “bad”, respectively.

Nr. App Rating U T Q
1. Adobe Photoshop Lightroom CC [28] 44 O O +
2. AirBrush [29] 49 4+ 4+ +
3. B612[30] 42 4+ 4+ —
4. Beauty Camera [31] 40 + — +
5. BeautyPlus [32] 46 4+ 4+ —
6. Camly [33] 42 4+ O -
7. Camera 360 [34] 44 O 4+ -
8. Candy Camera [35] 44 O 4+ -
9. Cymera Camera [36] 44 O 4+ -

10. Face-App [37] 39 O O —

11. Facelab [38] 4.1 + - 4+

12. Facetune2 [39] 44 4+ O +

13. Facey [40] 44 4+ O +

14. FotoRus [41] 45 4+ 4+ +

15. Fotor Photo Editor [42] 4.5 + - +

16. HDPhotoEditor [43] 40 O — +

17. InstaBeauty Selfies [44] 33 + 4+ +

18. InstaBeauty [45] 39 + + +

19. MakeupEditor [46] 40 + — —

20. Manly [47] 42 4+ — 4+

21. Moldiv [48] 45 O O —

22. Photo Editor Pro [49] 47 4+ - +

23. Photo Editor [50] 45 O O +

24. Photo Lab Picture Editor FX [51] 38 — O +

25. PicsArt Photo Studio [52] 40 O O —

26. Polarr Foto Editor [53] 44 + + +

27. Prequel [54] 45 — O —

28. Selfie Editor [55] 41 O O —

29. SNOW [56] 42 4+ - —

30. Square Fit [57] 46 O — +

31. YouCam Perfect [58] 46 4+ + +

32. Z Camera [59] 44 — O —

than a re-implementation of the scheme introduced by Kee
et al. [62]. Moreover, the scheme introduced in [3] was
shown to exhibit competitive detection performance for the
task of makeup detection. However, tested databases, e.g.
YMU, do not contain retouched face images but face im-
ages before and after the application of facial cosmetics.
This suggests that this scheme detects exaggerated facial
appearances, which might as well result from the use of
facial cosmetics [1]. While the authors consider different
types of beautification, only a single retouching software is



employed. In [4] images belonging to two genders, male
and female, and three ethnicities, Indian, Chinese, and Cau-
casian are retouched using two different software packages.
Limitations of state-of-the-art algorithms, i.e. texture-based
algorithms proposed for makeup and morphing detection
[18] and the scheme of [3], for the task of retouching de-
tection in cross ethnicity evaluations are shown. Further,
in [4] it is demonstrated that the performance of these al-
gorithms is negatively affected when trained on different
ethnicities. Following a similar learning-based approach,
Jain et al. [5] reported a significant decrease in the detec-
tion accuracy in case image compression is only applied to
retouched images during training. Different retouching al-
gorithms might employ image compression at various qual-
ities as postprocessing. This means that, as opposed to bona
fide images, retouched images might comprise compression
artefacts which facilitate the detection of retouching and
learning-based algorithms might even overfit to said arte-
facts. However, in a realistic scenario it is required that bona
fide and retouched images have undergone the same image
compression. This issue is largely ignored in the aforemen-
tioned works. Wang et al. [6] introduced a facial retouching
detection scheme which is specifically designed to detect
image warping operation performed using the Adobe Pho-
toshop software.

Unfortunately, the majority of the summarized facial re-
touching detection systems are not publicly available, in
particular pre-trained detection models. Since all of the
aforementioned related works require an extensive training
of classifiers, large datasets of retouched images would be
required in order to train re-implementations. In addition,
important optimizations might have been omitted in pro-
posed retouching detection schemes. Due to these facts, a
direct comparison of the presented detection scheme with
published approaches in terms of detection performance is
hampered.

3 Database generation

To the best of the authors’ knowledge there exists only
one publicly available database! of retouched face images
which has been used in [3, 5]. However, the images in-
cluded in said database are generated by using a single desk-
top retouching software, i.e. PortraitPro Studio Max. Fur-
ther, the retouched facial images of this dataset appear to
some extent rather unnatural or even dollish. The following
steps are performed to create a new database of retouched
face images targeted at reflecting real-world scenarios: se-
lection criteria for beautification apps are defined (Sect. 3.1)
which are then used to assess available apps (Sect. 3.2); sub-

IND-IIITD Retouched Face Database: https://cvrl.nd.edu/
projects/data/

sequently, selected apps are manually applied to a subset of
a public face database (Sect. 3.3).

3.1 Retouching app selection criteria

The criteria to select appropriate retouching apps are
summarized as follows:

e Costs: only apps which provide a basic beautification
functionality without any cost are considered?.

« Usability: easy-to-use apps which allow for an (all-in-
one) automatic beautification are favored.

¢ Type of beautification: only apps which modify the
facial appearance are considered?.

* Quality of beautification: the application of the app
should result in a realistic and natural appearance.

Listed criteria should ensure a reasonably fast manual
creation of the database which contains only beautifications
that can be relevant for face recognition.

3.2 Assessment of retouching apps

Table 2 provides a qualitative assessment of free beauti-
fication apps available in app stores together with their app
store rating*. As can be seen, users’ experience may not
coincide with the proposed assessment based on which the
following five apps are chosen for the database creation:

1. AirBrush slightly enlarges the eyes, makes the face
slightly slimmer, eliminates minor wrinkles and skin
impurities, and reduces dark rings under the eyes;

2. FotoRus enlarges the eyes (and makes them more
shiny), makes the face slimmer, performs a nose thin-
ning/lifting, and reduces dark rings under the eyes (this
app is used with medium and maximum intensity);

3. InstaBeauty enlarges the eyes, makes the face slightly
slimmer, performs a slight nose thinning, and reduces
small skin impurities by smoothing the entire image
(this app is used with medium and maximum inten-
sity);

4. Polarr slightly enlarges the eyes, makes the face
slightly slimmer, eliminates minor wrinkles and skin
impurities, and modifies the corners of the mouth to
get a more smiley face;

2Note that free apps are more likely to be applied by users.

3Many retouching apps only allow for modifications which are ex-
pected to be irrelevant for face recognition, e.g. insertion of earrings.

4If apps are available in Google Play Store and Apple App Store the
average rating is included.



Table 3: Recognition performance results for the Cognitec FaceVAC v9.3 face recognition systems.

Distribution Retouching Mean (1) Std. Dev. (0) d’  FNMRg.1 (%)

Impostor None (bona fide) 0.055 0.065 - -
None (bona fide) 0.978 0.012 19.85 0.0
AirBrush 0.975 0.012 19.79 0.0
FotoRus (medium) 0.976 0.015 19.47 0.0
FotoRus (maximum) 0.949 0.024 18.36 0.0

Genuine InstaBeauty (medium) 0.974 0.015 19.72 0.0
InstaBeauty (maximum) 0.969 0.015 19.48 0.0
Polarr 0.974 0.013 19.70 0.0
YouCam Perfect (contour)  0.974 0.013 19.73 0.0
YouCam Perfect (refresh) 0.971 0.014 19.54 0.0

Figure 2: Example applications of selected beautification apps to face images of a female (top rows) and a male subject
(bottom rows) depicted together with main differences. From left to right: original, AirBrush, FotoRus (medium), FotoRus
(maximum), InstaBeauty (medium), InstaBeauty (maximum), Polarr, YouCam Perfect (contour) and YouCam Perfect (re-

fresh).

5. YouCam Perfect enlarges the eyes, makes the cheeks
more rosy, eliminates minor wrinkles and skin impu-
rities, smooths the hair (this app is used in “contour”
and “refresh” mode).

Fig. 2 depicts examples of applications of each selected
app to a female and male face image.

3.3 Retouching database

The retouching database is created based on the FRGCv?2
face database [21]. Face images of this database are manu-
ally filtered to meet ICAO requirements for electronic travel
documents [64], e.g. frontal pose, neutral expression, ho-
mogeneous background and sufficient inter-ocular distance
(at least 90 pixels between left and right eye). These specifi-
cations ensure that all facial images are of sufficient quality,



i.e. potential effects of beautification are isolated. Subse-
quently, images are cropped to a portrait format and aligned
with respect to eye positions.

Out of this subset, the first 50 female and male subjects
for which six ICAO-compliant images are available are cho-
sen. The first face image of all of the 100 subjects is then
interactively edited with each of the selected beautification
apps resulting in 800 beautified images. Each app is applied
only once per image’.

4 Impact of Retouching on Face Recognition

In the following subsections the experimental protocol is
described in detail (Sect. 4.1) and the obtained recognition
performance results are reported (Sect. 4.2).

4.1 Experimental setup

The frequently deployed commercial Cognitec Face-
VACS v9.3 [22] is used which returns a similarity score
in the range [0,1] (i.e. high values indicate high similar-
ity). Biometric performance is evaluated in terms of False
Non-Match Rate (FNMR) and False Match Rate (FMR).
More precisely, the FNMR at a FMR of 0.1%, referred
to as FNMRy 1, is reported which represents the operation
point recommended in the guidelines of European Agency
for the Management of Operational Cooperation at the Ex-
ternal Borders (FRONTEX) [65]. In addition, Detection
Error Trade-Off (DET) curves are presented. However, as
the amount of facial images is limited, DET curves should
be treated with caution. Therefore, rather than reporting
Equal Error Rates (EERs) probability density distributions
are shown and as a measure of decidability d' = |u, —

wil/ %(03 + 02) is reported, where p, and fi; represent
the means of the genuine (mated comparison trials) and the

impostor (non-mated comparison trials) score distributions
and o4 and o; their standard deviations, respectively.

4.2 Recognition performance evaluation

Genuine comparisons are calculated by pairing the first
image of each of the 100 chosen subjects with their remain-
ing images. As there are six images per subject, i.e. one
potentially beautified reference image and five unaltered
probe images, 500 genuine comparisons are performed for
the original images as well as for each of the five databases
created by applying the chosen beautification apps. To ob-
tain fixed thresholds for the FNMR ; values impostor com-
parisons are obtained using original images of all subjects
for which at least one ICAO-compliant image is available,

SUsers might apply retouching apps multiple times on a single image
to get a desired result.

resulting in 99,681 impostor scores. With respect to the
FNMR ; a fixed decision threshold of 0.47 for the normal-
ized comparison score (in the range [0, 1]) was estimated.

Obtained performance rates are summarized in Table 3.
It can be observed that the commercial face recognition sys-
tem obtains a zero FNMR( ; across all retouching apps.
Also, from the lowest d’ values it can be concluded that
the FotoRus app has the most severe impact, followed by
InstaBeauty and YouCam Perfect. These apps simulate
anatomical alterations, i.e. enlargement of eyes or thinning
of the nose, which negatively effect the recognition perfor-
mance. The least impact is observed for Polarr and Air-
Brush which mainly apply cosmetic changes, e.g. removal
of skin impurities or coloring of cheeks. In some cases
such changes can even have a positive effect on recogni-
tion accuracy. Scatter plots of genuine comparison scores
before and after beautification are shown in Fig. 3 and
Fig. 4. Score distributions with and without the use of all
selected apps are depicted in Fig. 5. Obtained results re-
veal that the use of beautification apps has negligible im-
pact on the used commercial system. At a practically rele-
vant threshold which yields a FMR of 0.1% the recognition
performance is maintained. Focusing on open-source face
recognition systems, the same experiments were conducted
for a re-implementation of the well-known FaceNet algo-
rithm [10] and the recently proposed ArcFace system [66].
The FaceNet system, which obtained significantly inferior
recognition accuracy on bona fide images, was strongly af-
fected by most facial retouching algorithms while the newer
ArcFace system achieved robustness against all considered
retouching apps. Note that in a more challenging scenario a
decrease of comparison scores caused by facial retouching
might have a stronger impact of recognition accuracy. Nev-
ertheless, towards enforcing anti-photoshop legislations, a
robust and reliable detection of retouched face image is re-
quired.

5 PRNU-based Retouching Detection

The photo response non-uniformity (PRNU), which is
also known as sensor fingerprint, has been utilized as a reli-
able tool in different forensic tasks including device identi-
fication, device linking, recovery of processing history and
the detection of digital forgeries. The PRNU describes the
ratio between luminous flux on a pixel versus the electrical
signal output. It is a weak noise-like signal which is inher-
ently produced by every camera during the capturing pro-
cess of an image. Hence, the PRNU represents an intrinsic
property of digital imaging sensors.

The extraction of the PRNU noise residual from an im-
age can be performed by applying Fridrich’s approach [67].
For each image I the noise residual W7 is estimated as de-
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Figure 3: Scatter plots of genuine comparison scores of the Cognitec FaceVACS v9.3 system before and after applying
beautification apps AirBrush, FotoRus (medium), FotoRus (maximum) and InstaBeauty (medium).
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Figure 5: Score distributions before (original) and after
(beautification) applying the selected apps.
scribed in Eq. (1),

Wr=1-F() (1)

where F' denotes a denoising function which separates the
noise from a an image. In this work, the denoising filter
suggested by Mihcak et al. [68] is used. For further details
on the denoising filter, the reader is referred refer to [68].
Fig. 7 depicts the PRNU signal estimated from an example
face image.

Diverse signals present in an image might take an influ-
ence on the PRNU, e.g. high frequency image components

and non-unique artefacts [69]. Therefore, different alterna-
tive PRNU extraction techniques, e.g. [70, 71], as well as
PRNU enhancements, e.g. [72, 73], have been published in
scientific literature in order to improve the quality of the ex-
tracted PRNU signal for the purpose of camera source iden-
tification. However, to the best of the authors’ knowledge,
no works have investigated their influence on the general
properties of the PRNU signal. Therefore, the denoising fil-
ter introduced by Mihcak et al. [68] is used in the proposed
scheme during the feature extraction step.

Different important properties of the PRNU which have
been stated by Fridrich et al. in [74], make the PRNU highly
suitable for the detection of facial retouching:

1. Dimensionality: the PRNU signal of an image carries
a large amount of information which makes it possible
to identify sensors.

Unavoidability: it is inherently embedded in all digi-
tal images during the capturing process.

3. Universality: the PRNU is present in every image re-
gardless of the camera optics, camera settings, or scene
content, completely dark images being an exception.

Permanence: it is permanent with respect to many
factors including time, temperature or humidity.



Face image Preprocessed PP

face image i1 PRNU cells DfT mfgnijucies i

—>

320%320 px R e

! Spatial . 5 .

T features =] | » Bona fide
. ! 25 | Score-level

! 5 fusion [ ~,

! e

i, Spectral » L8 Retouched

1 features ©

Figure 6: Overview of the proposed PRNU-based retouching detection system.

5. Robustness: the PRNU signal survives different types
of image post-processing such as lossy image com-
pression. Further, it was also reported to be extractable
after high quality printing and scanning [75].

According to Fridrich [67], the spectral characteristics
of the PRNU reveal whether an image has been subject to
further processing, e.g. non-geometrical operations have an
influence on the strength of the embedded PRNU signal.
Since retouching might induce significant alterations to a
face image, e.g. smoothing, the distribution of the PRNU
values is expected to change after these processing opera-
tions. Moreover, retouching produces inhomogeneous alter-
ations across different image regions. Hence, an increased
variance of the PRNU signal is expected across these re-
gions if an image has been retouched, cf. Fig. 2. In pre-
vious works [23, 24, 25, 26], different statistics of spatial
and spectral features extracted from the PRNU patterns of
face images have been analysed for the task of morphing at-
tack detection. The proposed detection system builds upon
these works extending them by two major additions: on the
one hand, a greater variety of spatial and spectral features
is analysed in order to maximize the extracted information;
on the other hand, to achieve high robustness and increased
detection accuracy, a fusion of retouching detection scores
obtained from each of the spatial and spectral features is
performed.

The processing steps of the proposed retouching detec-
tion system are illustrated in Fig. 6. Specifically, the pro-
posed system extracts the PRNU pattern from a prepro-
cessed face image (Sect. 5.1), extracts a number of spatial
and spectral features (Sect. 5.2), aggregates obtained fea-
ture values across image cells (Sect. 5.3) and performs a
normalized score-level fusion (Sect. 5.4) of all detection
scores.

5.1 Preprocessing and PRNU extraction

During preprocessing the facial region of a face image
is extracted, normalized and then cropped to the facial area
(320x320 or 640x640 pixels). Subsequently, the cropped
image is converted to grayscale. Then, the PRNU signal is
extracted and split into multiple equally sized image cells.
In this work, divisions into 8 x8, 10x 10 and 16x16 cells

(a) Original image (b) Extracted PRNU

Figure 7: PRNU extraction for a pre-processed face image
(320x320 pixels).

Table 4: Overview of extracted spatial and spectral features.

Feature type Feature Description
Pern, Energy of PRNU values
Pran Range of PRNU values

Spatial Pyar Variance of PRNU values

Pyary  Variance of values in PRNU histogram

Pinazy Position of max. value in PRNU histogram

Den Energy of DFT values
Dran Range of DFT values

Spectral Dyar Variance of DFT values

Dyary  Variance of values in DFT histogram

Dimaz g Position of max. value in DFT histogram

are investigated. Generally, a larger number of cells retains
local information and is expected to further expose varia-
tions in the PRNU signal. Finally, a total number of N
equally sized cells C, . .., Cy is obtained.

5.2 Feature extraction

At the time of feature extraction each image cell is
processed individually. Two different types of features
are analysed: spatial features based on the PRNU values
and spectral features based on the PRNU’s DFT magni-
tudes, representing the frequency domain of the PRNU. An



overview of extracted features is given in Table 4. Types
of extracted features are partly inspired by previous works
[23,24,25,26]. In [26] it has been shown that these features
exhibit high generalizability across cameras. Specifically,
the usefulness of said types of features was confirmed on the
Dresden database [76] containing images of 63 distinct dig-
ital cameras from 20 different camera models across many
camera manufacturers. Further, in [26] it has been shown
that these type of features are relatively stable across var-
ious camera types, i.e. adaptations are not expected to be
required if images stem from different camera sources. All
extracted features, which yield a simple scalar value for
each PRNU cell, are described in more detail in the fol-
lowing.

5.2.1 Spatial Features

The spatial features aim at analysing the distribution of the
PRNU values. As first spatial feature the energy of the
PRNU values, P,,, is considered which is defined as,

Pen = Z|x‘2 (2)
zeV

where z is a value within all PRNU values V' of a cell. Fur-
ther, the range of PRNU values, P, is estimated as,
Pron = rzneaéi(x) - gg\r}(x) 3)

Subsequently, the variance of PRNU values is determined
as,

1 & _
Poar = il > (V(z)-V) 4)
=1

Additionally, the histogram of the PRNU values is esti-
mated, which is constrained to a range of [—5,5] and di-
vided into 100 bins. The variance of the histogram bin fre-
quencies P, 4, , is calculated as,

B
1 _
Poary = 5 ;(H(n) — H)? (5)

where B is the amount of bins in the histogram H of a dis-
tinct PRNU cell. H represents the mean frequency of the
histogram bins. Eventually, as last spatial feature the posi-
tion of the peak in the histogram, P, qz,,, is estimated as,

Prrazy; = argmax H(n) (6)
n=1...B

5.2.2 Spectral Features

For the spectral features the frequency spectrum of the
PRNU is estimated in each cell by means of the discrete

Fourier transform (DFT). Analogous to the spatial features
the energy, D.,, the range, D,,, and the variance, D,
are estimated from the values of the DFT magnitude spec-
trum. Similarly, the DFT magnitude histograms which are
constrained to the range of [0, 8] and are calculated and di-
vided into 100 bins. Again, The variance of the histogram
bin frequencies, D4, , and the the position of the peak in
the histogram, D4, , are determined.

5.3 Feature aggregation

In order to perform an analysis across all image cells,
two measures of aggregation are considered. Firstly, the av-
erage feature value for all PRNU cells, S,cqn, is estimated
as,

1 N
Smean:pzi Pn 7
N; (7)

where N is the number of total PRNU cells, P, is the fea-
ture (scalar value) obtained for the PRNU cell C),. Sec-
ondly, the variance, Sy, i given by,

N
Syar = Var(P) = % > (P, - P)? (8)
n=1

By analogy, the same aggregation methods are employed
for spectral features. In both cases, a single scalar value S
is obtained for each image.

Table 5: Number of images and average file sizes of the
bona fide and
retouched face images.

Retouching Images Average size (in KB) Image format
None (bona fide) 600 750 PNG
AirBrush 100 125 JPEG
FotoRus 200 580 JPEG
InstaBeauty 200 755 PNG
Polarr 100 140 JPEG
YouCam Perfect 200 110 JPEG

5.4 Score fusion

All possible combinations of feature extractors and cell
aggregation methods result in in a total number of 20 score
values. Hence, in the last processing step, the detection
scores of all combinations are fused to obtain a single final
score. For this purpose a score normalisation is performed
using the z-score method. For this purpose means and stan-
dard deviations of detection scores of all combinations are



Table 6: Detection performance results for the proposed system (best performing system in terms of average D-EER is

marked bold).
Cells Retouching Cropped facial area 320x320 Cropped facial area 640x 640
D-EER (%) BPCER10 (%) BPCER20 (%) D-EER (%) BPCER10 (%) BPCER20 (%)
AirBrush 14.0 16.66 24.5 22.0 38.83 42.33
FotoRus 17.08 39.0 65.83 12.08 14.33 47.0
8x8 InstaBeauty 2.5 0.33 1.66 3.0 0.83 1.0
Polarr 13.16 25.0 38.0 30.0 57.49 67.0
YouCam Perfect 24.0 72.5 88.33 27.08 59.16 83.16
Average 14.15 30.7 43.66 18.83 34.13 48.1
AirBrush 15.0 19.16 21.66 20.41 32.83 415
FotoRus 15.5 30.66 49.16 20.58 335 45.0
10x10 InstaBeauty 1.0 0.0 0.5 3.16 0.66 1.0
Polarr 13.0 15.83 25.83 30.0 55.5 64.0
YouCam Perfect 24.0 73.5 93.0 30.0 69.0 85.0
Average 13.7 27.83 38.03 20.83 38.3 47.3
AirBrush 11.0 11.0 23.33 19.0 28.33 34.5
FotoRus 18.0 28.0 50.0 28.66 56.83 77.0
16x16 InstaBeauty 0.5 0.0 0.0 1.5 0.33 0.5
Polarr 20.0 41.5 59.5 28.99 61.83 69.83
YouCam Perfect 24.5 75.5 91.5 28.0 67.33 79.66
Average 14.8 31.2 44.86 21.23 42.93 52.3

obtained from a training set of bona fide images. That is,
bona fide images exhibit average detection scores of zero
and the absolute score denotes the normalized score. As
previously mentioned, used types of features produce de-
tection scores which have been found to be stable across
numerous types of image sources [26]. Finally, the nor-
malized scores are combined at score-level employing the
sum-rule.

The proposed fusion targets two goals: on the one hand,
a fusion of different feature extraction and feature aggrega-
tion methods is expected to lead to a more robust detection
system; on the other hand, the proposed fusion is expected
to maximize the information analyzed for the detection of
facial retouching and hence is expected to yield increased
detection accuracy. It is important to note that the proposed
fusion has been neglected in the aforementioned previous
works.

6 Detection Results

In the following subsections, the experimental setup
(Sect. 6.1) and the detection performance evaluation
(Sect. 6.2) are summarized in detail.

6.1 Experimental setup

The proposed system is evaluated using the standardized
metrics defined in ISO/IEC 30107-3 [77]. The Attack Pre-
sentation Classification Error Rate (APCER) is defined as
the proportion of attack presentations using the same pre-
sentation attack instrument species incorrectly classified as
bona fide presentations in a specific scenario [77]. The
Bona Fide Presentation Classification Error Rate (BPCER)
is defined as the proportion of bona fide presentations incor-
rectly classified as presentation attacks in a specific scenario
[77]. Further, the D-EER, which represents the operation
point for which APCER = BPCER, is reported. In addi-
tion, the BPCER 10 and BPCER20 are estimated, which are
the operation points yielding an APCER of 10% and 5%,
respectively.

Performance rates are estimated using all bona fide im-
ages including probe images which have been used before
to investigate the impact of facial retouching on face recog-
nition, see Sect. 4. Table 5 lists the number of images and
average file sizes of bona fide and retouched face images.
All algorithms preserve the resolution of the original face
image. However, it can be observed that the majority of re-
touching algorithms applies JPEG compression as postpro-
cessing. The most severe compression is applied in the You-
Cam Perfect algorithm, followed by AirBrush and Polarr.
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Figure 8: DET curves for different configurations of the proposed PRNU-based facial retouching detection system for a crop

size of 320x320.
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Figure 9: DET curves for different configurations of the proposed PRNU-based facial retouching detection system for a crop

size of 640x640.

Minor compression is employed in the FotoRus app while
the InstaBeauty app does not apply any compression. In or-
der to obtain a fair comparison of bonafide and retouched
the bona fide face images are compressed with JPEG to ex-
hibit corresponding target file sizes using the ImageMagick
convert tool [78] before separately evaluating the detection
performance for each retouching algorithm.

6.2 Performance evaluation

Table 6 lists obtained detection performance rates for dif-
ferent configurations of the proposed system. Correspond-
ing DET curves are depicted in Fig. 8 and Fig. 9. The
score-level fusion of all combinations of feature extraction
and feature aggregation was found to outperform each sin-
gle combination as well as score-level fusions of subsets of
them in terms of average D-EER across all retouching al-
gorithms. The average D-EER is estimated as the mean of
all separately evaluated D-EERs per retouching algorithm.

Table 7: Comparison with other retouching detection algo-
rithms in terms of D-EER (%).

Detection algorithm

Retouching Noise Variance [27] Wang et al. [6] Proposed
AirBrush 44.0 28.0 15.0
FotoRus 50.0 22.0 15.5
InstaBeauty 38.0 26.0 1.0
Polarr 50.0 6.0 13.0
YouCam Perfect 48.0 12.0 24.0
Average 46.0 18.8 13.7

The best average D-EER of 13.7% is achieved for a cropped
facial area of 320x320 pixels and a division of images into
1010 cells which corresponds to a CCR of 86.3%. In gen-
eral, superior detection performance is obtained for smaller
cropped facial areas. It can be observed that the amount
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of retouching as well as image compression highly influ-
ences the detection performance. In case of minor beauti-
fication, e.g. Airbrush, a detection of retouching generally
becomes more difficult. In contrast, if stronger alterations
are induced by the retouching method, e.g. InstaBeauty,
high detection accuracy can be achieved. Detection perfor-
mance is expected to further improve if severe alterations
are caused by retouching. If strong compression is applied
after retouching, e.g. YouCam Perfect, detection accuracy
significantly drops since the PRNU signal is attenuated. It
is important to note that for the best system configuration
the average D-EER drops to 5.45% if bona fide images are
not compressed to the estimated target file sizes yielded by
the considered retouching algorithms. This is an important
finding which was also partially observed by Jain et al. [5].

Table 7 compares the best configuration of the proposed
system against two publicly available detection systems: a
generic image forgery detection tool which aims at detect-
ing inconsistencies in noise variances [27] and the recently
proposed approach by Wang et al. [6]. Note that the latter
approach is mainly designed to detect image warping oper-
ations. It can be observed that the proposed detection sys-
tems outperforms both other methods in terms of average
D-EER. In summary, the proposed PRNU-based retouching
detection approach could be used as a tool to enforce anti-
photoshop legislations if to be analysed image data exhibits
sufficient quality in terms of image compression.

7 Conclusion

In this work, the impact of moderate facial retouching on
the recognition performance of state-of-the-art face recog-
nition has been investigated. For this purpose a database
has been manually created using five different beautifica-
tion apps. It has been shown that facial retouching causes
negligible drops in comparison scores which do not impact
the overall accuracy if face images exhibit sufficient quality.
This is of particular interest in scenarios where face recog-
nition is employed in social media or at automated border
control. Nevertheless, towards enforcing anti-photoshop
legislations, a robust and reliable detection of retouched
face image is required.

Further, a retouching detection system has been pro-
posed which analyses different features extracted from the
PRNU pattern across image regions and estimates detec-
tion scores using different aggregation methods. A multi-
algorithm score-level fusion of numerous detection scores
is utilized to obtain a final detection score. In contrast to
many related works, the proposed retouching detection sys-
tem does not require exhaustive training. In experimental
evaluations, bona fide face images are compressed to ex-
hibit target file sizes of used retouching algorithms yield-
ing a realistic but challenging detection scenario which has
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commonly been ignored in previous works. The proposed
system has been shown to reveal promising accuracy which
is negatively affected by severe image compression. Further
improvements with respect to detection performance might
be obtained through a weighted score-level fusion or the
use of machine learning techniques, e.g. support vector ma-
chines, instead of the proposed score-level fusion. Note that
the latter extension of the system would require extensive
classifier training. The presented system could also be ap-
plied to detect other types of face image manipulation, e.g.
deep-fakes [79]. Eventually, the presented detection system
might be circumvented by a manipulation of the PRNU pat-
tern after retouching an image, as discussed in [26].
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