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Pit Pattern Classification using Extended Local
Binary Patterns

M. Hifner, A. Gangl, M. Liedlgruber, A. Uhl, A. Vécsei, and F. Wrba

Abstract—In this work we present a method for automated
classification of endoscopic images according to the pit pattern
classification scheme. Images taken during colonoscopy are trans-
formed using a modified version of the Local Binary Patterns
operator (LBP). Then, two-dimensional histograms based on the
LBP data from different color channels are created. Finally, the
classification is carried out by employing the nearest-neighbors
(1-NN) classifier in conjunction with the Bhattacharyya distance
metric.

The experimental results show that the extended LBP operator
delivers superior results and an automated classification of
endoscopic images based on the pit pattern classification scheme
is feasible.

Index Terms—Colonoscopy, colon cancer, local binary patterns,
classification

I. INTRODUCTION

ODAY, the third most common malignant disease in

western countries is colon cancer. Therefore a regular
colon examination is recommended, especially for people at
an age of 50 years and older. Such a diagnosis can be done for
example by colonoscopy, which is currently the gold standard
for colon cancer detection.

Colonoscopy allows a physician to investigate the inside of
the colon by using an endoscope, which is a flexible instrument
equipped with a CCD chip for visualization of the organ and
controlled by the physician. In case a lesion is detected, tissue
samples can be taken and relevant lesions can be removed,
avoiding thus surgery.

Modern colonoscopes are able to take pictures from inside
the colon. This allows to obtain images for a computer-assisted
analysis with the goal of detecting tumorous lesions, which
is the aim of this work. To get highly detailed images a
special endoscope (magnifying endoscope) is used [1]. Such
an endoscope represents a significant advance in colonoscopic
diagnosis as it provides images which are up to 150-fold
magnified, thus uncovering the fine surface structure of the
mucosa as well as small lesions.

In this work we use a modified Local binary patterns oper-
ator for an automated classification of visual data acquired by
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a magnifying colonoscope corresponding to different types of
lesions. In Section II we review the classification of pit patterns
of the colonic mucosa. Section III gives a short introduction
to the Local binary patterns transform and existing variants.
In Section IV we describe the modified version of LBP and
the histogram creation process. The classification process is
described in Section V. Experimental results and configuration
details of the classification system proposed in this work are
presented and discussed in Section VI. Section VII concludes
the paper.

II. PIT PATTERN CLASSIFICATION

Polyps of the colon are a frequent finding and are usually
divided into metaplastic, adenomatous, and malignant. As
resection of all polyps is time-consuming, it is imperative that
those polyps which warrant endoscopic resection can be dis-
tinguished: polypectomy of metaplastic lesions is unnecessary
and removal of invasive cancer may be hazardous. For these
reasons, assessing the malignant potential of lesions at the time
of colonoscopy is important.

To be able to differentiate between the different types of
lesions a classification method is needed. The most commonly
used classification system for distinguishing between non-
neoplastic and neoplastic lesions in the colon is the pit pattern
classification, originally reported by Kudo et al. [2]. This
system allows a differentiation between normal mucosa, hy-
perplastic lesions (non-neoplastic), adenomas (a pre-malignant
condition), and malignant cancer based on the visual pattern
of the mucosal surface. Hence, this classification scheme is
a convenient tool to decide which lesions need not, which
should, and which most likely can not be removed endoscop-
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Figure 1. Pit pattern classification according to Kudo et al.



Figure 2.

Images showing the different types of pit pattern.

ically. The mucosal pattern as seen after dye staining and by
using magnification endoscopy shows a high agreement with
the histopathologic diagnosis.

As illustrated in Fig. 1, this classification differentiates
between five main types according to the mucosal surface
of the colon. Type III is divided into types III-S and III-L,
designating the size of the pit structure. It has been suggested
that type I and II pattern are characteristic of non-neoplastic
lesions, type III and IV are found on adenomatous polyps, and
type V are strongly suggestive of invasive carcinoma.

Lesions of type I and II are benign, representing the normal
mucosa or hyperplastic tissue, and in fact are non-tumorous.
Lesions of type III and IV in contrast represent lesions which
are neoplastic. Type V lesions usually are highly indicative
for cancer. Lesions of type I and II can be grouped into non-
neoplastic lesions and lesions of type III to V can be grouped
into neoplastic lesions. Thus a coarser grouping of lesions into
two instead of six classes is possible too.

Using a magnifying colonoscope together with indigo
carmine dye spraying, the mucosal crypt pattern on the surface
of colonic lesions can be observed [3]. Several studies found
a good correlation between the mucosal pit pattern and the
histological findings, where especially techniques using mag-
nifying colonoscopes led to excellent results [4].

As depicted in Fig. 1, pit pattern types I to IV can be
characterized fairly well, whereas type V is a composition of
unstructured pits. At a first glance this classification scheme
seems to be straightforward and easy to be applied. But it
needs some experience and exercising to achieve fairly good
results [5]. This gets obvious from the example images shown
in Fig. 2 (taken out of the training set used throughout this
work).

III. LOCAL BINARY PATTERNS

Local binary patterns (LBP) [6] are a powerful method
to describe local texture properties within an image. In its
simplest form, this method compares the grayscale values of
the eight nearest neighbors N,, (n = 1,...,8) of a pixel F; ;
to the grayscale value of the pixel P; ;, where 0 < i < W
and 0 < j < H (W and H denote the width and the height
of the image, respectively). If the value of a neighbor exceeds
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Figure 3. Computation of the LBP number for a given pixel and its neighbors.

the value P;; the respective neighborhood position is set to
1. The number resulting from the neighborhood bit sequence
corresponds to the LBP number. In other words, the neighbors
of each pixel are thresholded by the respective center pixel and
the resulting binary sequence is used to obtain the final LBP
number. This process is repeated for all pixels.

Computing the thresholded neighbor value for the n-th
neighbor of the pixel located at (7, ) can be written as

B 1, if N, > Pi,j
Tnsig _{ 0, otherwise ‘ M

Based on this, the computation of the LBP number for the
pixel P; ; can be formally expressed as

M
Lij=> 2T ()
n=1

where M denotes the number of neighbors. From (2) it is
obvious that the LBP number takes values in the range between
0 and 255. The process of this computation is depicted
schematically in Fig. 3.

Since LBP has been introduced the first time, several
different variants and extensions have been developed. These
variants range from using equidistant neighbors around the
center pixel instead of a regular grid [7], over extracting
additional information such as contrast (LPB/C) [8] or av-
erage neighborhood intensity (LBP/I) [9], to multiresolution
approaches, rotation-invariant extensions, and compressed ver-
sions. An excellent overview of many variants can be found
in [10], [11].

During the last years the LBP operator has already been
used throughout several works focused on endoscopic image
processing. In [12] the LBP method is compared against other
methods for discrimination of gastric polyps in endoscopic
videos. This is done by computing 1D histograms based on
an LBP transformed image and computing the fraction of LBP
values lying between two previously determined threshold
values. In [13] the LBP operator is also used for polyp detec-
tion. For this purpose the LBP/C operator is used to compute
histograms also incorporating contrast information, resulting
in two-dimensional histograms. These are fed directly into
a support vector machines classifier. The work presented in
[14] is targeted at segmentation of color videos resulting from
Wireless Capsule Endoscopy (WCE). For this purpose the
rotation-invariant LBP operator based on neighbors equidistant
around the center pixel has is used to create 3D-histograms. To
further reduce the number of possible patterns, only patterns
exhibiting a certain amount of uniformity (number of transi-
tions between 0 and 1) are considered for further processing.
Then the features are compressed using Principal Component
Analysis (PCA). Finally, the LBP features are combined with
other features for the segmentation process.



Figure 4. Differences between different variants of LBP. Original image in
(a), standard LBP in (b), and extended LBP in (c).

IV. EXTENDED LOCAL BINARY PATTERNS

Due to the noisy nature of our image material the standard
LBP seems not to be the right choice for our task. This stems
from the fact that the LBP operator in its original form is very
sensitive to noise. Therefore we use a slightly modified LBP
operator, which has already been proposed in a similar way
in [15], to overcome this limitation.

Instead of thresholding the neighbors of a pixel with the
center pixel P; ;, we compute the average over a BW x BW
pixel block centered at (i, j), which we call center block. BW
denotes the width of the blocks used. Additionally we compute
the averages over all eight BW x BW blocks, which are
adjacent to the center block.

The average value for a pixel block of width BW centered
at (z,y) is computed as

1 T (s
BAJ;,y = TVVQ Z Z I;-i-s,y-i-t’ (3)
s=—rt=—r
where r denotes the block radius (the maximum horizontal and
vertical extent of the block measured from the block center).
To be able to compute the LBP value for pixels near or on
the border of an image, we use a whole-point symmetrically
extended image (horizontal and vertical), which is denoted by
I*. Using BA, ,, the thresholded neighbor value from (1) gets

_ 1, if BA, > BAZ'J'
BT = { 0, otherwise

where B A,, denotes the block average for the n-th neighboring
block (ordered in a clock-wise fashion). Using BT, ; ;, the
LBP number based on averaged blocks can be formulated as
M
LA;; = Z 2" BT, ;. (5)
n=1
This type of LBP operator, which is equivalent to convolving
the image with a BW x BW sized averaging kernel and
applying the standard LBP operator by thresholding distant
neighbors instead of the adjacent ones, significantly reduces
the influence of noise, as shown in Fig. 4.

Once the LBP operator has been applied to all color
channels available in the RGB color model, we create two-
dimensional, normalized histograms which represent the rela-
tive co-occurrence frequencies of two different LBP patterns
across two distinct color channels (red and blue color compo-
nent channel in our case). Therefore an entry H (u,v) of such
a histogram represents the number of times a pattern u occurs
at the same position in the first color channel as pattern v is
present in the second color channel, divided by the number of
pixels in the image.
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V. CLASSIFICATION

Once the histograms have been computed, we employ the
1-NN classifier with a suitable histogram distance metric for
the classification of unknown images. In our case the distance
between two histograms H; and H is computed by using the
discrete Bhattacharyya distance metric, which is defined as

N
D(Hy, Hy) = |1 =Y /HiHs, 6)
1=1

where N denotes the number of bins within the histograms,
and H;; and H,; denote the values of the ¢-th bin of
H, and H,, respectively. For comparison purposes we also
conducted experiments using the histogram intersection but the
Bhattacharyya distance almost always yielded slightly higher
classification results. Hence, the results presented in the next
section will be based on this metric only.

VI. EXPERIMENTS
A. Settings

The image database used throughout our experiments con-
sists of 627 images acquired between the years 2005 and
2008 at the Department of Gastroenterology and Hepatology
(Medical University of Vienna) using a zoom-colonoscope
(Olympus Evis Exera CF-Q160ZI/L) with a magnification
factor set to 150.

Lesions found during colonoscopy have been examined after
application of dye-spraying with indigocarmine as routinely
performed in colonoscopy. Biopsies or mucosal resection have
been performed in order to get a histopathological diagnosis.
Biopsies have been taken from type I, II, and type V lesions,
as those lesions need not to be removed or cannot be removed
endoscopically. Type III and IV lesions have been removed
endoscopically. Out of all acquired images, histopathological
classification resulted in 178 non-neoplastic and 449 neoplastic
cases. The detailed classification results, which are used as
ground truth for our experiments, are shown in Table 1.

Using leave-one-out cross-validation, 626 out of 627 images
are used as training set. The remaining image is then classified.
This process is repeated for each image.

As stated by Ojala et al. in [6], the number of bins used
in LBP histograms may be crucial for a system using LBP
features. If chosen too low discriminative information may get
lost, whereas too many bins may result in sparse and unstable
histograms. Throughout this work we used 2562 bins since this
choice produced the best results (tests have been carried out
with 322, 642, 1282, and 2562 bins). Another crucial parameter
is BW. If chosen too high, discriminative information gets
lost. If chosen too low, the influence of noise gets apparent.
In our case the optimal value of 5 was found experimentally
(out of 3, 5, 7, and 9).

Pit Type I [ I | II-S [ 1I1-L [ v [ A\

2 classes 178 449

6 classes 114 [ 64 18 [ 119 [ 232 [ 80
Table T

NUMBER OF IMAGES PER CLASS USED IN OUR EXPERIMENTS.



PitType | I | Il [ IS [II-L [ IV | V [ Total
GMRFs with DWT and custom neighborhoods [16]

2 classes 90.4 97.6 95.5
6 classes | 96.4 [ 87.5 722 [ 857 [ 849 [ 715 86.1
Standard LBP
2 classes 97.8 97.6 97.6
6 classes | 99.1 [ 938 | 778 | 941 [ 948 | 9338 94.7
Extended LBP
2 classes 98.3 99.6 99.2
6 classes | 100.0 [ 953 | 100.0 | 974 [ 95.7 | 883 96.0

Table 11
COMPARISON OF CLASSIFICATION RESULTS (GIVEN IN PERCENT)
BETWEEN USING GMRFS WiTH DWT AND CUSTOM NEIGHBORHOODS
[16], STANDARD LBP, AND EXTENDED LBP.

B. Results

In Table II the results obtained by the proposed method
are presented. For comparison purposes we also carried out
experiments using the standard LBP operator as presented in
[6]. Apart from that we also carried out experiments using a
recently published method based on Gaussian Markov random
fields (GMRF) applied in the wavelet domain using custom
neighborhoods and the 1-NN classifier [16]. The GMRF
experiments have been performed using a gaussian blur (5 x 5
kernel with 0 = 0.5) and CLAHE [17] as preprocessing steps.

The results presented for the LBP tests (standard and
extended) have been obtained without any preprocessing. We
also carried out experiments with preprocessing (gaussian blur
and CLAHE) but this dropped the classification performance.
In the case of the extended LBP method this can be explained
by the fact that the block averaging already implicitly smooths
the images. Thus, an additional gaussian blur results in too
much loss of discriminative information.

As we can see from Table II, the proposed method outper-
forms the GMRF method as well as the standard LBP operator.
The overall classification performance of the standard LBP
method in the two classes is only slightly higher compared
to the GMREF results with an increase of 2.1%, whereas the
improvement in the 6-classes cases is considerably high with
a gain of 8.6%.

The overall result obtained with the extended LBP method
is also higher compared to the GMRF method but only slightly
higher compared to the standard LBP method, with a gain of
1.6% in the 2-classes case and 1.3% in the 6-classes case.
However, the results for the single classes in the 6-classes
case have been improved by between 0.9% and 22.2%. One
exception is class V, for which the result drops by 5% (most
of the wrong classified images in this case are classified as
class IV images). The significant boost in case of class III-
S can be explained by the rather limited number of images
available in this class. Since only 18 images are available one
additional correctly classified image improves the result for
this class by approximately 5.5%. For the other classes one
correctly classified image contributes between approximately
0.4% and 1.5% only to the respective class result.

VII. CONCLUSION

In this work we have shown, that the extended LBP operator
is a simple and very powerful texture feature extraction tool

which outperforms the standard LBP operator as well as the
method in [16] in terms of classification performance with
respect to our endoscopic images. While the extended LBP
method outperforms the standard operator only slightly in
terms of the overall classification rate, the results obtained for
some specific classes in the 6-classes case are considerably
higher. Therefore, using the extended LBP operator for a
classification of the endoscopic imagery given based on the
pit pattern scheme is feasible and delivers superior results.
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